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1.
Introduction

CT1 has agreed to define new generic transport containers in TS 24.301 that can be used to transport LPP messages as well as messages for other applications in later releases. However, the transport will not be reliable – e.g. an LPP message may be lost if there is an intra-MME handover between two eNodeBs or if a temporary Radio Link Failure (RLF) occurs. Hence some support will also be needed at the LPP level.

2.
Discussion

2.1.
Background and assumptions

Email discussion [67b#10] after RAN2#67bis considered two alternatives:

Alt. 1: Retransmission is performed by the MME or E-SMLC based on the NAS non-delivery indication;

Alt. 2: Retransmission is performed within LPP based on acknowledgements.

A main stumbling block is uncertainty over the current level of NAS transport reliability and whether CT1 might be agreeable to additional support for LPP beyond what was already agreed. Here are the main issues that would need to be resolved for Alt. 1 to be viable:

(a) If an RLF occurs, it is unclear whether a Rel-9 eNB would always return a NAS NON DELIVERY INDICATION to the MME carrying an LPP message that may not have been sent correctly to the target UE.
(b) If a NAS NON DELIVERY INDICATION were to be returned by an eNB for every instance of RLF and handover where an LPP message may not have been sent correctly to the target UE, reliable transport could be supported if the MME were to retransmit the LPP message once a new eNB had been assigned.

(c) As an alternative to (b), the MME could return the LPP message to the source E-SMLC for possible retransmission at the LPP level.
These issues are outside RAN2 scope; a determination of (a) depends on RAN3, and a determination of (b) and (c) depends on CT1.  It is not clear how these decisions could be made and delivered to RAN2 in the time available for work item completion.  We therefore suggest that RAN2 should investigate both alternatives, and prepare for the possible need to specify Alt. 2 in case one or more of the requirements for Alt. 1 cannot be met.

Whichever alternative is decided (and agreed where needed by RAN3 and CT1) we see that some additional support will be needed at the LPP level. In the case of (c) above, the additional retransmission support is clear (and just needs to specified). In the case of (b) and additionally to support (c), LPP support would be needed to detect duplicates at a receiver and possibly to reorder messages received in the wrong order. This is because RLF or handover can prevent an eNB from knowing that a message was correctly sent to a UE (hence introduce duplicates) and can allow a later message to arrive before a retransmission of an earlier message.
The purpose of this contribution, however, is not primarily to select an alternative, but to present an implementation of Alt. 2 for evaluation and to guarantee that a solution is available in case Alt. 1 is found not to be viable.

2.2. Implementation and impact of Alt. 2

We propose to define LPP transport impacts for Alt. 2, and to remove whatever is not needed if one of the variants of Alt. 1 is agreed instead.
In fact Alt. 2 is not extremely burdensome; there is a need to provide an acknowledgement mechanism and retransmission behaviour.  These functions are well understood and can be defined with minimal effort.  The following questions naturally arise in considering how to implement them:

1. Is a separate “transport ack” message needed, or can all messages be acknowledged based on a “layer 3” response (e.g., the response contains the acknowledgement for the request)?

2. Conversely, should allacknowledgements use a separate message rather than “piggybacking”?

3. Should in-order processing be maintained by a stop-and-wait behaviour (so that there is only one message in a given direction waiting for acknowledgement at any given time), or based on sequence numbers and a simple ordering mechanism such as a fixed window?

Regarding the first question, we assume that it is clear that a separate acknowledgement message is needed at least for messages with no response.  Moreover, for cases where processing of a request could be time-consuming (e.g., a request for location information triggering GNSS measurements), it seems beneficial to be able to decouple the transport acknowledgement from the response—otherwise the retransmission timer must always be longer than the longest conceivable operation that a message could trigger!  We therefore suggest
Proposal 1: A separate acknowledgement message (in each direction) is defined and can be used as acknowledgement for any message type.

The second question is essentially a matter of efficiency.  It is clearly sufficient to use a separate acknowledgement message always, but it equally clearly creates extra traffic.  On the other hand, requiring piggybacking in specific cases would involve excessive detail in the specification and may be seen as a burden for the implementation.  It is also questionable whether piggybacking will be much more efficient since, on a given location session, there will be very few LPP messages exchanged (e.g. this is not like continuous data flow in case of say TCP/IP). We thus suggest that in Rel-9:
Proposal 2: The reliability sublayer uses separate acknowledgments but allows for the possibility of piggybacking in a later release (e.g. by ensuring that the necessary IEs can be added via a non-critical extension).

Finally, since LPP is understood to require in-order processing, a sequence number needs to be provided.  Either a “stop-and-wait” behaviour, in which no new message is transmitted until the previous one has been acknowledged, or a simple windowing mechanism based on the sequence number, will work to enforce this.  The “stop-and-wait” option may limit performance due to waiting for acknowledgements; the more flexible windowing mechanism is more complex to implement; but in our judgement neither of these concerns is extreme and either way forward could be feasible.

Proposal 3: RAN2 should discuss the choice between a stop-and-wait protocol and a sequencing mechanism and come to a decision.

The attached text proposal specifies stop-and-wait behaviour for simplicity.  In general, we consider that the impacts on both the specification and the device implementation are reduced by a stop-and-wait behaviour, as compared to the complexity of reordering at the receiver; however, the group should discuss the tradeoffs and consider both alternatives.
3.
Conclusion
We propose that RAN2 agree to the attached text proposal, contingent upon a decision that a “reliability sublayer” is needed within LPP.  At the same time, we propose that RAN2 should coordinate with CT1 and RAN3 to determine the behaviour of the NAS non-delivery indication and its prospective applicability to LPP, as well as resolving other issues connected to points (a), (b), and (c) above.

**** FIRST PROPOSED CHANGES ****
4.3
LPP Transport

4.3.1
Transport Layer Requirements 


LPP requires reliable, in-sequence delivery of LPP messages without duplication.  In the case that this functionality is available from the underlying transport layers, no additional transport support is needed at the LPP level. However, LPP can provide its own optional support for reliable in-order delivery of LPP messages in the case of an underlying transport layer that is not fully reliable. This section describes the transport capabilities that are available within LPP.
4.3.2
LPP Acknowledgment
4.3.2.1
General 
When this option is employed, each LPP message carries a sequence number and an acknowledgment indicator that is set to either request an acknowledgment or provide an acknowledgment. LPP messages are sent one at a time for each session by a sender and each carries a distinct sequence number and a request for acknowledgment indicator. At a receiver, an acknowledgment is returned for each correctly received LPP message (including for any duplicate) carrying the same sequence number. Once a sender receives an acknowledgment for an LPP message, it is permitted to send the next LPP message for that session. No message reordering is needed at the receiver since this stop and wait method of sending ensures that messages arrive in the correct order for each session – e.g. ensures that a Provide Assistance Data can always arrive at a UE before a Request Location Information. 
4.3.2.1
Procedures related to Acknowledgment
Figure 4.3-1 shows the Acknowledgment procedure.
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Figure 4.3-1: LPP Acknowledgment procedure

1.
Endpoint A sends an LPP message N to Endpoint B for a particular session.

2.
If LPP message N arrives correctly such that its sequence number can be decoded (regardless of whether the rest of the message can be correctly decoded), Endpoint B returns an acknowledgment for message N. 
3.
Endpoint A sends the next LPP message N+1 for the session in step 1 to Endpoint B when this message is available.
4.3.3
LPP Duplicate Detection
This option can be employed either with or without acknowledgment if other transport capabilities (either within LPP or in lower layers) guarantee to deliver messages reliably. Each LPP message carries a sequence number that increases monotonically (modulo the sequence number size) in each succeeding message. A message is identified as a duplicate according to the following criteria.

· If the LPP acknowledgment option is used, messages will arrive in the correct order and a receiver detects a duplicate if a received message on any session carries the same sequence number as the previous received message for this session.
· If the LPP acknowledgment option is not employed, and if the underlying transport layer may deliver messages in the wrong order as well as introduce duplicates, a duplicate message is detected if a message is received carrying a sequence number N and the following conditions are met:

·  N is in the range (M – S/2,M] (modulo S), where S is the sequence number size; and
· all messages with sequence numbers less than and equal to M (modulo S) have already been received; and
· a message with sequence number M+1 (modulo S) has not yet been received. 
4.3.4
LPP Retransmission
4.3.4.1
General 
This option can only be employed together with the acknowledgment and duplicate detection options. When an LPP message is sent and not acknowledged, it is resent by the sender following a timeout period up to an implementation determined number of times. If still unacknowledged after that, the sender aborts the associated LPP transaction. 
4.3.4.1
Procedures related to Retransmission 
Figure 4.3-2 shows the retransmission procedure when combined with acknowledgment and duplicate detection.
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Figure 4.3-2: LPP Retransmission procedure
1.
Endpoint A sends an LPP message N to Endpoint B for a particular session.

2.
If LPP message N arrives correctly such that its sequence number can be decoded (regardless of whether the rest of the message can be correctly decoded), Endpoint B returns an acknowledgment for message N. If the acknowledgment is received correctly by Endpoint A (such that the acknowledged massage can be identified), Endpoint A skips steps 3 and 4. 
3.
If the acknowledgment in step 2 was not sent or not received correctly, Endpoint A retransmits LPP message N after a timeout period.
4.
 If LPP message N in step 3 arrives correctly such that its sequence number can be decoded (regardless of whether the rest of the message can be correctly decoded and whether or not the message is considered a duplicate), Endpoint B returns an acknowledgment. Steps 3 and 4 may be repeated an implementation determined number of times if the acknowledgment in step 3 is not sent or not received correctly by Endpoint A If the acknowledgment in step 4 is still not received after the retransmission limit is reached, Endpoint A aborts any procedure and session associated with the message in step 1.

5.
Once an acknowledgment in step 2 or step 4 is correctly received, Endpoint A can send the next LPP message N+1 for the session in step 1 to Endpoint B when this message is available.
**** NEXT PROPOSED CHANGES ****
6
Information Element Abstract Syntax Definition

6.1
General

The contents of each LPP message is specified in sub-clause 6.2 using ASN.1 to specify the message syntax and using tables when needed to provide further detailed information about the information elements specified in the message syntax. The syntax of the information elements that are defined as stand-alone abstract types is further specified in a similar manner in sub-clause 6.3.

The ASN.1 in this section uses the same format and coding conventions as described in Annex A of [4].
6.2
LPP PDU Structure

–
LPP-PDU-Definitions
This ASN.1 segment is the start of the LPP PDU definitions.

-- ASN1START

LPP-PDU-Definitions DEFINITIONS AUTOMATIC TAGS ::=

BEGIN

-- ASN1STOP

–
LPP-Message

The LPP-Message provides the complete set of information for an invocation or response pertaining to a single LPP transaction.
-- ASN1START

LPP-Message ::= SEQUENCE {


-- LPP Version is FFS


transactionID


TransactionID

OPTIONAL,


endTransaction


BOOLEAN,


transport



Transport


OPTIONAL,

lpp-MessageBody


LPP-MessageBody


OPTIONAL,

}

-- ASN1STOP

	LPP-Message  field descriptions

	LPP-MessageBody

This field is omitted if the message is sent only to carry an LPP transport level acknowledgement.


–
LPP-MessageBody

The LPP-MessageBody identifies the type of a message and contains all LPP information specifically associated with that type. 
-- ASN1START

LPP-MessageBody ::= CHOICE {


c1





CHOICE {



requestCapabilities


RequestCapabilities,



provideCapabilities


ProvideCapabilities,



requestAssistanceData

RequestAssistanceData,



provideAssistanceData

ProvideAssistanceData,



requestLocationInformation
RequestLocationInformation,



provideLocationInformation
ProvideLocationInformation


},


messageClassExtension
SEQUENCE {}

}

-- ASN1STOP

–
LPP-TransactionID

The LPP-TransactionID identifies a particular LPP transaction, the initiator of the transaction and optionally an associated  LCS session. 
-- ASN1START

LPP-TransactionID ::= SEQUENCE {


initiator



Initiator,


transactionNumber

TransactionNumber


-- Session ID is FFS

}

Initiator ::= ENUMERATED {


locationServer,


targetDevice,


...

}

TransactionNumber ::= INTEGER (0..255)

-- ASN1STOP

–
Transport 
The Transport IE enables optional acknowledgement, duplicate detection, and retransmission of LPP messages. 
-- ASN1START

Transport ::= SEQUENCE {


acknowledgment

Acknowledgment,

OPTIONAL,

sequenceNumber


SequenceNumber,

OPTIONAL,

...

}

Acknowledgment ::= ENUMERATED {


request,


response

}

SequenceNumber ::= INTEGER (0..15)

-- ASN1STOP

	· Transport  field descriptions

	acknowledgment

This field indicates whether an acknowledgement is requested for an LPP message or whether an acknowledgement is being provided. In the latter case, the lpp-MessageBody is omitted. 

	sequenceNumber
This field provides a means of identifying an LPP message that can be used for acknowldgment purposes and/or to detect duplicates.
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