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1
Summary of e-mail Discussion
An email discussion was held from 10th October until 30th October 2009, to further discuss the details of the solution to the problem presented in [1], with 4 companies exchanging comments and views (see Annex A)
The aim of the email discussion was to review the RRC changes seen in RAN2#67bis, and to discuss the details of the UM RLC error detection and recovery mechanism and how to define this in the PDCP specification. 

The details of the PDCP detection and recovery mechanism in particular to discuss, were:
· Whether to apply the mechanism to CS voice over HSPA case only, or whether it could be extended to cover other cases such as VoIP. 

· How much of the procedure should be specified. 

2
Open Issues
After some discussion, most of the contents of PDCP and RRC CRs appear to be agreeable to all, however there are still some differences in opinion on the following issues:
1 - Most companies who commented thought the mechanism could extend to other applications such as VoIP, with one company believing that the mechanism may not work for PDU types other than PDCP AMR Data PDU, and that it at least requires some further consideration.
2 – Mixed views on whether to specify the UE implementation specific + optional automatic recovery mechanism in procedural text, or as an informative note.
3 – Mixed views on how long UE should attempt automatic recovery before triggering the PDCP unrecoverable error. Two of the suggested values are 3 or 6 consecutive corrupted PDUs before triggering a recovery by Cell Update.
4
Conclusion and Proposal
It appears that there is a concensus on the general approach to specifying a solution the the UM RLC ciphering problem, for at least the CS-HSPA case. 

On open issue 1, we propose that the mechanism can extend to other services/applications using UM RLC. If UE detects a header value with PDU type that is not one of the expected types (i.e. is corrupted), or PID value is corrupted, then mechanism can easily work for other services. 
On open issue 2, it’s our preference to specify the optional UE behavior in the procedural text - as pointed out in the email discussion; including this only in the note implies that the UE does not need to do anything even on the maximum number of corrupted PDUs (not even trigger unrecoverable error). Further the proposed way to specify this allows freedom for the UE implementation, the only requirement is how long the UE may attempt to recover before declaring unrecoverable error. 
On open issue 3, it’s our preference to trigger the unrecoverable error sooner than later for the reasons discussed in Annex A. This significantly reduces probability of error detection within the given limit of number of corrupted PDUs, and hence the time taken to detect the unrecoverable error is greatly reduced, which in turn reduces interruption to normal service and length of ciphering noise experienced by the user, should the automatic recovery fail on the first or second corrupted PDU. We believe the UE should trigger PDCP unrecoverable error after no more than 3 corrupted PDUs, otherwise the effectiveness of the solution would be compromised.
The CRs containing our preferred solution are provided in [2], [3], and [4]. 
We propose that the 3 open issues are resolved in order the CRs can be agreed.
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From: Martin Brian.2 (Nokia-D/Southwood) 
Sent: 30 October 2009 16:30
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery
Dear Martin, Lucky, Sunhee, all,
 

Martin, 
- we are also OK to extend the method to apply to the non CS-HSPA case, TEI8 could be added to the CR cover page if that is agreed.
- no strong opinion on note 2. It was meant as a hint to the NW that a similar mechanism is needed in the UL, but networks can implement something when they experience the problem. 
- the RLC timer discard is a completely independent issue. 
 

Lucky, please see some more comments below marked with [Nokia2]
 

I attached some updated draft CRs.
 

25.323
A note is added to clarify the autonomous recovery may be triggered even when "PDCP unrecoverable error detection" is not configured.
The note also says that the HFN may be incremented by 1, 2 or a higher number.
 

25.331
Subclause 8.6.4.10 is updated to clarify the PDCP unrecoverable error is configured only when PDCP header is present.
Used option A from Samsung suggested rewording
 

I'll clean-up before submission + then any further changes can be done in the meeting if needed. 
 

Best Regards,
Brian
 



From: ext Martin van der Zee [mailto:martin.van-der-zee@STERICSSON.COM] 
Sent: 30 October 2009 11:50
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery
Dear Brian,
 

First of all apologies for this very late response. And thank you for providing updated draft CRs.
 

We are in favour of having a general detection capability for RLC UM, i.e. not specific for CSoHS. In case this can be agreed, then the conditional presence (CS-HSDA) for the "RLC discard timer" should also removed?
 

We think NOTE2 should be deleted, i.e. there is no purpose to try to mandate good network implementation in a NOTE.
 

Best regards,
 

Martin


From: Kundan Kumar Lucky [mailto:kklucky@SAMSUNG.COM] 
Sent: den 29 oktober 2009 10:18
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery
Dear Brian, Sunhee a.o.

Please find some comments inline.

We are, in general, not fine with extending the detection to non-CS, non-UM cases.

We are not against it but that should happen after proper discussion and preferably under a different WI (e.g. TEI8/TEI9).

[Nokia2] perhaps this can be discussed a bit more in the meeting + if agreed then TEI8 can be added to the CR cover page. 
 
Thanks & Regards
-Lucky

--------------------------------------------------

Kundan Kumar Lucky

Wireless Terminal Group (WTG)

Samsung India Software Operations

Email: kklucky@samsung.com
Phone: +91-80-41819999 [Extn. 3177]

--------------------------------------------------

From: Brian Martin [mailto:brian.2.martin@NOKIA.COM] 
Sent: Wednesday, October 28, 2009 4:17 PM
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery

Dear Sunhee,
 

In general, optional UE behaviour is explicitly stated in the procedural text rather than a note. In addition, optional UE behaviour without a capability flag isn't testable anyway because the NW ( or SS ) cannot always expect the UE behaviour. 
 

Therefore, we think that our proposal does follow the usual convention + it is the usual way. 
 

The proposed note is, in our opinion, too ambiguous - since there is no definition for "self-recovery mechanism". By specifying that the UE may attempt to perform a recovery on 1 or 2 corrupted PDUs, this allows an autonomous recovery procedure ( per UE implementation ), while at the same time we can have an expected behaviour on the 3rd corrupted PDU. The proposed note makes even the conditions for triggering the PDCP unrecoverable error ambiguous (e.g. the note implies that UE is allowed to perform self-recovery also on 3rd corrupted PDU - then there is no guarantee that cell update recovery will be triggered ). 
 

Best Regards,
Brian


From: ext Sunhee Kim [mailto:kong221@LGE.COM] 
Sent: 28 October 2009 04:08
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery
Dear Brian.

Thanks for the comments and regarding to the self-recovery mechanism, I have still concern on that.

As you mentioned below, it is up to UE implementation. So, we don't want to specify it in the standard.

It seems to be a bit unusual way(i.e. method of HFN increment), because it is not testable feature.

If you really want to mention it, it would be better to treat as general Note as follows.

NOTE: the UE may apply self-recovery mechanism before PDCP unrecoverable error detection is indicated to upper layer.

Thanks and best regards

Sunhee

From: Brian Martin [mailto:brian.2.martin@NOKIA.COM] 
Sent: Tuesday, October 27, 2009 8:02 PM
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery

Dear Sunhee, All,

 

Thank you for the comments, and please see in-line some answers below. 

 

Also see attached an updated draft CR to try and reflect the comments. 

 

1- Updated not to be restricted to CS case, but rather any PDCP with the error detection configured (i.e. removed "if connected to CS" )

2- We refer now to "unexpected or invalid PDU Type or PID value". It allows a bit more flexibility in UE implementation ( e.g. exactly how to detect an unexpected header isn't specified ) and it allows this kind of error detection to apply to other services, such as VoIP.

3- The HFN increment example is given but is not mandated, as before. One option could be to add something like: 

-     the UE PDCP entity may indicate to RLC layer that HFN can be incremented or attempt another recovery mechanism.
We feel that the red part above is anyway implied - the main point is to indicate that the UE is allowed to try some kind of recovery. 
 

Best Regards,

Brian

 



From: ext Sunhee Kim [mailto:kong221@LGE.COM] 
Sent: 26 October 2009 02:29
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery
Hi Brian,

Thanks for the initiating the email discussion.

In the PDCP CR, we have some comments. Please see below and see the attached file.

-          if the radio bearer is connected to a CS domain radio access bearer,

[LGE] We prefer to apply the PDCP unrecoverable error detection to general cases, not only to CS RAB case.
[Nokia] that's our preference also. 
[Samsung 2] We have a different opinion here. Any extension for other cases must be properly discussed. As we had pointed out a few meetings back, the PDU type comparison works only for CS voice over HSPA. For other cases, the PDU type field could be validly set to a number of values making the detection complicated and inefficient.

 
-          if the PDCP entity receives [1 or 2] consecutive PDCP PDUs with a PDU Type set to other value than type PDCP AMR Data PDU:

           - the UE PDCP entity may indicate to RLC layer that HFN can be incremented.

[LGE] We think the self-correction is a kind of implementation, and don’t want to specify it in the standard. 

[Samsung 2] We have no strong opinion on this particular statement. It could possibly add the word “recovery” as proposed by Brian above.

[Nokia] We agree that the UE internal ciphering error recovery should be up to UE implementation, 
but the spec has to say when UE can initiate the internal recovery procedure otherwise the UEs 
which have the recovery mechanism will be non-3GPP compliant.
We think the current description in the CR don't restrict nor limit the UE implementation  
- UE "may" increment HFN. 
- UE can try another correction technique during 1 or 2 unexpected headers, so 3rd header can be Ok again.
- only requirement is that after [3 - TBD] bad headers, then unrecoverable error is triggered
 
 -          if the PDCP entity receives [3] consecutive PDCP PDUs with a PDU Type set to other value than type PDCP AMR Data PDU:

-        the UE PDCP entity shall indicate PDCP unrecoverable error detection to upper layer [2].

[LGE] We think 3 is enough.

[Nokia] We agree
[Samsung 2] Please see the argument below. 
 [Nokia2]  Please see our comments below. 
In the RRC CR, we have small comments on this. Please see below.

3>  if the UE detects PDCP unrecoverable error [36] in a PDCP entity:

4>  perform cell update using the cause "radio link failure".

[LGE] We prefer to define a new cause “PDCP unrecoverable error” rather than using an existing one.

[Nokia]To reduce UE and NW impact, we prefer to use "radio link failure".
It's very likely that the UM ciphering error will happen due to bad radio link conditions anyway.
This is notthe first time to use the cell udpate cause "radio link failure" for another reason than actual RL failure.
It has already been used for UE capability information failure case (ref. 25.331 subclause 8.1.6.6).
Furthermore, if the UE does detect an actual RL failure, the RLC will need to be re-established.In the case of RL failure
detection, the RLC SN can wrap, therefore NW and UE actions upon would be the same in case of actual RL failure,
or ciphering error detection, so it makes sense to use the same cause in Cell Update. 
[Samsung 2] We agree that a new cause value is not needed.

 
 Thanks and best regards.

Sunhee. 



From: Martin Brian.2 (Nokia-D/Southwood) 
Sent: 23 October 2009 15:57
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery
Dear Lucky,
 

Thank you for the comments, please see some in line responses below. 
 

Best Regards,
Brian


From: ext Kundan Kumar Lucky [mailto:kklucky@samsung.com] 
Sent: 22 October 2009 12:14
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: Re: [67b#15] UMTS: RLC UM ciphering problem recovery
Hi Brian,

Thanks for initiating the email discussion and providing the draft CRs. Please find some comments below:

RRC CR:

(1)                 I assumes this feature applies only to the UM RLC entities. Therefore, the following condition should be modified as shown:

From the CR:       1>           if PDCP unrecoverable error detection is configured for any radio bearer and the radio bearer uses UM RLC
OPTION A:            1>           if any radio bearer uses UM RLC and PDCP unrecoverable error detection is configured for the radio bearer

OPTION B:            1>           if PDCP unrecoverable error detection is configured for any radio bearer

[Nokia] - option A seems to have the same intention as the original CR, and is perhaps worded in a more clear way, so we are fine with option A. 
For option B, PDCP unrecoverable error detection could be useful when special HE value is configured for AM RLC because AM RLC entity cannot detect the deciphering problem without LI field, but this isn't necessary for CSoHSPA/VoIP. So we'd prefer to solve the problem first for UM and look into the usefulness for AM later. 
[Samsung 2] We support solving the problem for UM first. 

 (2)                 The error detection applies to deciphering. Therefore, the Tabular should read: “The absence of this IE implies that deciphering error detection in PDCP layer is not configured.” 
[Nokia] the ciphering error results in a deciphering problem, so we used the term "ciphering error" 

[Samsung 2] We do not have a strong opinion here. But it looks more like a deciphering error to me. The network on its part applied the correct HFN – so the ciphering is OK. It is the UE which attempted with an old HFN thereby causing a deciphering failure. Please let me know if this makes you change your position  
[Nokia2]We do not have a strong opinion either but we normally use a general term "ciphering" to discuss the ciphering issue. For example, we normally call the garbled noise due to a ciphering problem "ciphering noise" but we never call it "deciphering noise" even though the deciphering problem causes the noise. In our opinion, "ciphering" can cover "ciphering" itself  and a general ciphering procedure but "deciphering" covers only "deciphering". If we use "deciphering", it sounds like UE fault although UE doesn't do anything wrong so we prefer to use a general term "ciphering".

 (a)                 On a different note: does this imply that UE cannot initiate a local recovery mechanism on its own (if network did not configure it)? I think that has never been the intention. We have, in fact, been arguing that the feature works well even without the cell update enhancements. Therefore I will prefer that we stick to the terminology “PDCP unrecoverable error detection.” 
                [Nokia] We will introduce a new clause "PDCP unrecoverable error detection" in 25.323 and the clause will describe the trigger of the local recovery mechanism as the part of PDCP unrecoverable error detection feature.
Therefore the current proposed note allows UE to initiate the local recovery mechanism. 

[Samsung 2] We are fine as long as every company understands the intention, which is to allow UE to attempt a recovery till N number of consecutive erroneous PDUs are received.

PDCP CR:

(3)                 The CR varies a bit from our interpretation of the way the solutions are supposed to co-exist.

Let us assume that 2 consecutive erroneous PDUs indicate (with a comfortable level of certainty) a deciphering problem. On this detection, the UE may go into the recovery mode. Now, depending upon the implementation, the recovery may or may not be applied on the (copies of) 2 already delivered PDUs. Further, the HFN could be incremented by up to 1 or 2 or an even higher number. These aspects are not reflected in the CR which restricts the implementation freedom. 
[Nokia] They are not clearly specified intentionally. So the local recovery mechanism is up to UE vendors and so UE vendors have the implementation freedom. If you prefer, we can clarify in the note that the recovery mechanism is up to implementation? 
[Samsung 2] Yes, I think a note will be the right thing to add.

(4)                The deciphering success or failure is always derived from comparing the 3-bits of the PDU type field. Therefore, an unsuccessful recovery might be mistakenly assumed to be successful 0.2% of times when working with only 3 (1 new and 2 old) PDUs. A very high level of certainty (~10-6 error rate) can be achieved with ~18 bits i.e. 6 PDUs. This is a delay of 120ms at the UE which should be perfectly acceptable. Please find attached the updated CR and let us know your comments. 
                [Nokia] The HSDPA data is CRC protected so the situation of 3 consecutive PDCP PDU corruptions is already extreme rare (in the case that deciphering failure doesn't occur). 
Therefore we believe "3" is big enough to avoid triggering the unnecessary recovery procedure.
Increasing the number of consecutive corrupted PDUs will cause additional recovery delay so Nokia wants to keep the smaller value. If NW starts sending SIDs, the delay could be 160ms x 6 = 960 ms ~= 1 sec. The delay won't be acceptable - UE should be able to trigger the Cell update recovery before 6 erroneous PDUs are detected. 
    Note that 0.2 % comes from (1/8) ^ 3 = (0.125) ^ 3 = 0.00195 ~= 0.2%
 

    Even if UE incorrectly thinks the recovery is done 0.2% of  the time, the  PDCP entity will subsequently receive the corrupted  
    PDUs because the ciphering error hasn't yet been solved. 
    So the PDCP entity can initiate another local recovery procedure upon the subsequent corrupted PDU reception.
 

    In other words, UE can successfully detect the unsuccessful recovery 99.8% of the time before initiating CU.
    In addition, even if it happens (0.2% of the time), UE will automatically start another local recovery procedure.
 

    With Nokia's proposed value,
    UE can completes the recovery procedure by using 3 PDUs 99.8% of the time.
    For the 0.2% case, UE just need to receive 3 more consecutive corrupted PDUs. 
    So UE will complete the recovery procedure by using 6 PDUs 0.2% of the time.
    So it looks better to use "3" instead of "6".  
    Further, this COUNT-C mismatch  can sometimes happen for TM RLC and AM RLC (e.g. due to NW using wrong  
    START value to  initialise COUNT-C value upon RB setup or wrong HFN used for RLC RESET procedure, etc...).
 

    The HFN increment solution works fine for the HS-DSCH reception failure scenario but it won't work out the other cases.
    The HFN increment by 6 won't recover the ciphering error e.g. if NW uses wrong START value for COUNT-C initialisation (note:  
    START is 20bit data and HFN for UM is 25bit data). 
 

    Therefore there is not much point to continue the local recovery procedure 6 times...
[Samsung 2] I was tempted to agree with you but I changed my later. The case of SIDs is not what we should be focusing on when considering the delay. If the network is transmitting the SIDs, then there is no audio reception happening and, in such a silent scenario, any delay in recovery does not matter.

What we should be concerned with is the case where UE is receiving voice but delivery incorrectly deciphered packets to the AMR decoder. And for such cases, the delay caused by recovery shall be only 120ms. Moreover, any sensible UE implementation will not wait for 960ms for recovery irrespective of what flexibility we leave in the spec.

So we stick to specifying 2-3 PDUs for detection and 6 PDUs for recovery.

[Nokia2] We can see your point. For the silence period scenario, the delay won't be a real problem. But we believe the smaller value has to be used.
Here is the reason.
We totally agree that "What we should be concerned with is the case where UE is receiving voice but delivery incorrectly deciphered packets to the AMR decoder" because the corrupted AMR audio frame causes ciphering garbling noise.
To reduce the ciphering garbling noise period, the smaller number has to be selected for the PDCP unrecoverable error detection. 
The important point is that UE can detect the PDCP unrecoverable error only when all the number of consecutive PDUs are corrupted. I.e. if one PDU is treated as a "non-corrupted", then UE fails the detection and needs to wait for another consecutive PDU receptions (and so now we think the above calculation 0.2% is not correct).
For "3" case, to detect the PDCP unrecoverable error, UE needs to receive 3 consecutive corrupted PDUs. If UE is suffering from the ciphering problem, the PDU type is something like random number. So the error detection probability is (7/8)^3 x 100 = 67% upon the first 3 corrupted PDU receptions.
Likewise for "6" case, the error detection probability is (7/8)^6 x 100 = 45% upon the first 6 corrupted PDU receptions.
To reach 99% detection probability, for "3" case, UE PDCP needs to receive 12 PDUs but for "6" case, UE PDCP needs to receive 48 PDUs.
Note: The nubmers come from; For "3" case, 99% = 100% - (33% ^ 4), so the error detection procedure needs to perform 4 times and so 4 x "3" = 12 PDUs and for "6" case, 99% = 100% - (55% ^ 8), so 8 x "6" = 48 PDUs.
So even if we consider the audio active scenario (non-SID case), PDCP error detection will be delayed 12 x 20ms = 240ms for "3" case and 48 x 20 = 960ms for "6" case. If we have SID in the middle, the delay will be getting worse.
Please note that the user will be suffering from the ciphering garbling noise for the time duration between the ciphering error occurance and the error detection (i.e. 240ms or 960ms).
(5)                Earlier we did not think that the NOTE 2 was necessary. However, it has dawned upon me that the UL and DL channels conditions may not be perfectly aligned all the time. Therefore, network cannot reliably depend upon the cell update for detecting the UL data losses. We want to keep the NOTE 2. 
            [Nokia] thank you 

[Samsung 2] You are most welcome 
Thanks & Regards
-Lucky

--------------------------------------------------

Kundan Kumar Lucky

Wireless Terminal Group (WTG)

Samsung India Software Operations

Email: kklucky@samsung.com
Phone: +91-80-41819999 [Extn. 3177]

--------------------------------------------------

From: Brian Martin [mailto:brian.2.martin@NOKIA.COM] 
Sent: Tuesday, October 20, 2009 6:34 PM
To: 3GPP_TSG_RAN_WG2@LIST.ETSI.ORG
Subject: [67b#15] UMTS: RLC UM ciphering problem recovery

Dear All,

 

This is to initiate the email discussion regarding the UM RLC ciphering problem discussed during RAN2#67bis. 

 

The 2 draft CRs are attached: 

1 - RRC changes: 
The CR R2-096082 was postponed to be reviewed more closely by some companies before the next meeting, the attached version is the same, but updated the cover page to correct some minor points (other specs affected, CR header changed to Jeju). 

Objective 1: review RRC changes. 

 

2 - PDCP changes: 
The attached version of the CR would be our preferred solution for CS-HSPA. 

 

- CR changes are limited to CS-HSPA only ( i.e. only for PDCP AMR data PDU ). One of the email discussion objectives is whether to extend also to other applications than CS-HSPA 

Objective 2: Can/should this extend to applications other than CS-HSPA?

 

- CR explicitly specifies that the UE should check for errors in the PDCP header. The CR allows for automatic recovery for the first and second corrupted PDU (allows 2 PDUs since it is possible that a first PDU is received wrongly at PDCP layer due to CRC check failure - the chance of 2 failed CRC checks is slim). On the 3rd corrupted PDU, then UE indicates to upper layers of PDCP unrecoverable error (hence cell update should be triggered ) 

Objective 3: to explicitly define how UE should detect the ciphering problem, or leave some of this to UE implementation? How much needs to be specified? 

 

Our preference is for defined behaviour as detailed in the attached draft CR, for the reasons given in the discussion paper R2-095920. 

 

Best Regards,

Brian

 




























