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Discussion and Decision
1 Introduction

In RAN#45, RP-090941 [1] and RP-090967 [3] raised an issue related to the increase of control plane traffic due to very frequent keep alive messages followed by the UE sending a SCRI message, which was causing some impact to network infrastructure. Additionally RP-090942 [2] proposed to make a couple of alterations to the release-8 Fast Dormancy feature by restricting the use of the Fast Dormancy procedure in CELL_PCH and URA_PCH states.  RAN#45 discussed the issues and has requested that RAN2 examine the situation again and report back to RAN#46 [4]. This paper addresses both the increased control plane traffic experienced in networks and the proposed modifications to the release 8 feature and makes some observations and proposals. 
2 Discussion

2.1 Application of Fast Dormancy
Fast Dormancy was proposed to be used [6] when the UE knows with high confidence that no further data exchange is to take place in the PS domain, but the network is not aware of this.  In addition to the obvious battery life benefits for the UE, appropriate application of Fast Dormancy can also benefit the network by allowing the radio resources used in CELL_DCH state to be released more quickly than they would be if the decision was based solely on a network inactivity timer.  Fast Dormancy should only be triggered when the UE has completed a data transaction and has a high degree of confidence, for example based on knowledge from the application layer, that there isn't any data to follow soon afterwards.  In this case the triggering is based on information of which the network can never be aware. It would not be appropriate for the UE to trigger Fast Dormancy purely on the basis that no data has been transferred for a given inactivity period, as this does not give a sufficiently high degree of confidence that no further data is to follow shortly after and also the triggering is based on information that is already known within the network.  

RP-090941 presented an example of Fast Dormancy applied in the case of relatively frequent data transmissions for keep alive messages. However, there can be a large variation in the periodicity of keep alive message transmission, and therefore the application of Fast Dormancy following all keep-alive traffic is not necessarily appropriate.  For example, in reference [6], the frequency of control packets to maintain service with the server was 17 minutes.  In [1] an example with TCP keep-alive messages at 60 second intervals is presented, however according to [7] the periodicity of keep alive messages should be no less than 2 hours. In [8], it is mentioned that the timeout values of NAT/Firewall connection state vary from product to product, but typical values are in the range of 30 to 180 seconds for UDP and 30 to 60 minutes for TCP. For UDP, keep alive messages need to be transmitted every 30 seconds in the worst case.  As described in [1], sending a SCRI after each occurrence of very frequent keep-alive traffic will cause a high increase in control plane traffic as the data connection is frequently re-established.   

2.2 Impact of Network Inactivity Timers
One of the limitations of current UTRAN implementations is that only one set of inactivity timers for all different types of data transfers is used, even though different applications and their associated traffic profiles work best with different inactivity timer settings.  Furthermore, different networks configure these inactivity timers to different values.   Table 1 shows a few configurations of the inactivity timers used in networks to trigger state transitions from CELL_DCH to CELL_FACH and from CELL_FACH to CELL_PCH. 

For the most efficient use of radio resources and UE battery capacity, the inactivity timer values (especially for CELL_DCH to CELL_FACH) should not be set too long, or UEs will stay in the CELL_DCH state for extended periods after data transfer has been completed.  However short inactivity timer settings can have a negative effect on applications such as web browsing, navigation applications, or wireless modem applications as delays incurred when the UE leaves and needs to promptly return to CELL_DCH state combined with lower data rates in CELL_FACH state can leave the user with a poor experience. 

One set of network inactivity timers cannot consider all available services and as such there will always be a compromise.  Networks should consider using values of inactivity timers in UTRAN which take advantage of the presence of UEs implementing Fast Dormancy, in order to leverage the UE’s exclusive knowledge of the applications currently in use.  For example, the UTRAN could configure a longer inactivity timer, in order to give a better browsing experience, but other applications may be able to utilise Fast Dormancy in order avoid the longer inactivity time from causing unnecessary congestion and harming battery life. 

Table 1: Various Inactivity Timer Settings Observed in Live Networks

	Network
	Inactivity timer: CELL_DCH to CELL_FACH
	Inactivity timer: CELL_FACH to CELL_PCH

	A
	30 sec
	60 sec

	B
	20 sec
	120 sec

	C
	10 sec
	10 sec


2.3 Restriction of Fast Dormancy in CELL_PCH or URA_PCH
In RP-090942 [2], it was proposed that for Release-8, Fast Dormancy can only be initiated in CELL_DCH or CELL_FACH state in order to mitigate the signalling overload situation.  Similar Uu signalling load is required in the state transitions from CELL_PCH -> CELL_DCH  -> CELL_PCH (including intermediate CELL_FACH) compared to IDLE->CELL_DCH -> IDLE, however there are additional signalling messages transmitted over the IuPS interface for the state transition from IDLE -> CELL_DCH compared with CELL_PCH -> CELL_DCH. 
The rational for this proposal is that URA_PCH or CELL_PCH could be used as target battery efficient states for use in Fast Dormancy.  However there are networks which do not support or utilise the URA_PCH state and the benefits from using this state over CELL_PCH state would not be realised in these cases.  

Maintaining UEs in CELL_PCH state will cause an increase in signalling traffic created by cell update procedures due to periodic cell update and mobility.  This could be a particularly troublesome where UEs are highly mobile and cross many cell boundaries, or where cells are very dense in urban areas.  In the example of a keep alive interval set to 60 seconds in [1], if the network inactivity timer for state transition from CELL_PCH to IDLE is more than 60 seconds the UE never goes to IDLE.  With the significant growth in adoption of smart phones [9], this can mean a very large number of UEs that the network has to maintain in CELL_PCH state.

Moving UEs that have invoked Fast Dormancy to CELL_PCH state, and restricting UEs that have a high confidence that they have no additional data to transmit from using Fast Dormancy while in CELL_PCH state, decreases signalling on the IuPS interface, at the cost of increased Uu signalling load due to required cell update procedures, which carries its own risk of overloading RNCs as it increases the number of random accesses, while also adding interference.   

2.4 Impact of Misalignment of DRX Timers Between CELL_PCH and IDLE States
Another aspect to consider is the misalignment of DRX timers which configure the DRX cycles used by the UE in IDLE and CELL_PCH states.  In most networks deployed today these two DRX periods are not aligned (see Table 2), and the power consumption is higher with the shorter DRX cycle typically in the CELL_PCH state.  Note the step between configurable periods is as a minimum twice as long (i.e. 2k where k is an integer) but in other networks the discrepancy between these periods is not always this close.  Therefore the impact on typical UE battery performance is measurably worse in PCH state when compared to IDLE. 

Table 2: Various DRX Timer for IDLE and CELL_PCH State Observed in Live Networks
	Network
	IDLE DRX
	CELL_PCH DRX 

	X
	1280 msec
	640 msec

	Y
	640 msec
	320 msec


2.5 Early Adoption of REL-8 Fast Dormancy Feature

Any changes to the standardized Release 8 Fast Dormancy behaviour need to be carefully considered for there is a risk that the benefits of well implemented Fast Dormancy behaviour (reducing congestion on the radio link, improved user experience from the network’s ability to increase inactivity times, and good UE battery life) will be compromised in an attempt to solve network signalling issues that can be solved through other means.  

If the network operator wants to have more control over the implementation of Fast Dormancy, early adoption of the approved REL-8 CR
 should be considered.
In [1][2], it was proposed that SCRI without cause value should not be allowed for Fast Dormancy.  However if adoption of the REL-8 CR in early UEs and networks is carried out in a uncoordinated manner, the UE battery consumption may be very different in different networks.  For example, the UE which implemented the CR will be able to use Fast Dormancy only in the network which has also implemented the CR and broadcasts the timer T323 value, and will not be able to use the Fast Dormancy procedure while in networks which do not support the CR or do not broadcast T323 timer value.  

The current Release 8 feature does not prohibit the UE from transmitting SCRI without the cause value for Fast Dormancy, however when the UE sees T323 value indicated in the system information, the UE that has implemented the CR will activate the inhibit timer and transmit the SCRI with the cause value. It can be seen that the feature as currently standardised can maintain efficient UE battery consumption even with uncoordinated early adoption of the feature in networks.

3 Summary

The number of smart phones in networks continues to increase.  In the second quarter of 2009, smart phone sales increased 27 per cent over the second quarter of 2008, representing the fastest-growing segment of the mobile-devices market [9].  Many of these devices support device application stores which proliferate the number of new PS services requiring more data transmissions.  With the proposed restriction as suggested in [2] and as highlighted in 2.3 above this will increase in the number of devices in CELL_PCH state and will therefore increase the cell update messages to the network.  

While additional backplane signalling can be managed by appropriate scaling of the network node capacity, air interface capacity, for control and user plane traffic, is a scarce resource.

Fast Dormancy should not be invoked by the UE in cases where there is a likelihood that there will be additional PS data soon after doing so.  For release-8 implementations of Fast Dormancy, the inhibit timer is there to allow the network control in this regard.  

It can further be seen that a network only solution does not have sufficient flexibility or information in order to minimise signalling traffic while at the same time maximising the amount of free radio resources and giving the user the best possible experience in terms of performance and battery life.
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