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Introduction and Background
Some applications such as CS voice over HSPA and VoIP are configured using unacknowledged mode (UM) RLC radio bearer. 

Currently both AM and TM RLC have means to detect and recover from the ciphering problem which can occur due to a data transfer problem, however there is no such mechanism for UM RLC. 
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Discussion

It has previously been discussed in [1] the problem which can occur with COUNT-C mismatch due to HFN wraparound problem in the following cases:

- Poor radio conditions

- Radio link failure

- Hard handover failure and fallback

- Inter system handover failure and fallback

The problem can occur during data transmission and reception in poor radio conditions resulting in a radio link failure, and cell update, unless a solution is put in place. The previous discussion papers have provided evidence for this and in section 2.1 we provide some further discussion on the problem. Section 2.2 discusses the various solutions.
2.1 The Problem

Figure 1 shows an extract from a UE log file demonstrating the various stages of radio link failure detection and recovery. T313 is set to 5 seconds. 
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Figure 1: UE log taken during simulated RL failure conditions
The plot in Figure 1 has 4 is taken from a UE log recorded under a simulated lab environment, in order to illustrate clearly the points of interest: 

A: HS-DSCH throughput drops to 0, just below the RSCP threshold required to receive data

B: HS-DSCH throughput continues, as RSCP goes above the minimum needed to receive data

C: RSCP goes below the threshold where UE L1 detects N313 out-of-sync-inds.

D: RSCP increases, UE detects N315 consecutive in-sync-inds and recovers HS-DSCH reception

As a reminder:
In CELL_DCH state, after receiving N313 consecutive "out of sync" indications from layer 1 for the established DPCCH or F-DPCH physical channel in FDD, and the physical channels associated with mapped DCCHs in TDD, the UE shall:

1>
start timer T313;

1>
upon receiving N315 successive "in sync" indications from layer 1 and upon change of UE state:

2>
stop and reset timer T313.

1>
if T313 expires:

2>
consider it as a "Radio link failure".

The plot in figure 1 clearly illustrates 2 main points: 

1. UE can detect N313 consecutive in-sync-inds and re-sync before the expiry of T313. 

It can clearly be seen that a typical physical channel out-of-sync and resync scenario in the field overall can take around 4.86 seconds to get the re-synchronisation (if T313 is set to 5 seconds, the NW expects UE to continue to try and re-gain sync for 5 seconds). During this time the node B continues to schedule data. It is unknown to the UE whether data has been scheduled continuously or not, and this effect can vary dependant on the application. If RLC SN wraps during this time, the UE has no way to determine what the HFN should be.
2. RSCP threshold where HS-DSCH throughput drops to 0 is independent from the threshold where UE detects out of sync on F-DPCH. 

In addition, figure 1 shows that UE stopped receiving HS-DSCH data a long time before L1 detects the out-of-sync.
Even if we take the more “optimistic” analysis given in [2] regarding radio link failure detection time, and severity of data loss, it is clear that in case of existing radio link failure detection and recovery (i.e. Cell Update procedure) HFN wrap problem will occur due to RLC UM sequence number range of 0-127 (with 20ms TTI the data can wrap after 2.56 seconds).
It’s clear that there is a potential problem here, and we have seen this kind of problem occur during testing in the field, using UM RLC application in bad radio conditions. 
Even if Cell Update procedure is triggered by RL failure detection, the point at which the UE resumes reception on HS-DSCH is more than 2.56 seconds - greater than T313 (e.g. 3 or 5 seconds) + time taken to detect out-of-sync + time taken to perform Cell Update.
To solve the problem which can occur even if RL failure is detected by the UE, the simple solution is to allow UM RLC re-establishment to be commanded in the Cell Update Confirm message, which will reset the SN count in UL and DL, providing a simple and robust recovery. As a minimum we need to add this. 

This will not, however, solve the issue if the UE regains sync before T313 expires (and RL failure / Cell update is not triggered)
A typical value to T313 is 3 seconds, and within this time the UE is expected to attempt to re-gain sync. In some networks the value is set to 5 seconds (as per the example plot in Figure 1), and as a maximum it can be set to 15 seconds. If UE regains sync before RL failure is triggered, then there is no way to recover the issue.

As discussed in previous meetings there are a number of “workarounds” that can be made in the UE implementation, however these UE specific workarounds have a number of issues

· not robust, unable to cope under all circumstances

· not testable

· does not solve the problem occurring in the network (i.e. UL) 

In the following section we discuss the solutions which have been proposed so far in more detail. 
2.2 Alternative Solutions
Alternative solution A was proposed in [2] :
“The UM RLC receiver could simply keep incrementing its RLC SN every 160ms of no-reception. This is a UE-centric fix exclusively applicable for this scenario. There could be alternative ways to implement it and there is no proposal to specify or prefer one over another. “
The above solution has the following issues: 

-  The solution proposal works only if NW also keeps sending SID when the 160ms timer is running. If NW keeps sending audio frame every 20 ms, UE and NW increment RLC SN in different speed. Therefore COUNT-C out-of-sync may happen due to the implementation of the solution.
-  The solution proposal works only if NW configures RLC SDU timer discard in downlink. Otherwise UE may receive the delayed UMDs which have already been considered as missing UMD at UE side. If UE receives the delayed UMDs, then UE may incorrectly update COUNT-C value and the HFN component of that. 

However, UE doesn’t know whether or not NW configures it since it’s a NW internal configuration. 

- The above solution only works for the downlink. We believe it is necessary to clarify the UE behaviour in order that the network can take the UE implementation into account. In addition, the specification should state a NOTE that UTRAN should have a similar mechanism to avoid the ciphering problem in uplink direction.

We believe that any solution should be specified, and UE behaviour shall be clarified for of any solutions which work out this particular problem since it requires not only UE implementation but also NW implementation. Any solution should be independent of the network configuration and active services.
Alternative solution B is detailed in [1] :

“Define a new timer to use with RLC UM for detection of data reception failure. “
“Extend Cell Update cause “radio link failure” to be triggered on detection of UM RLC data reception failure. Extend Cell Update Confirm actions to include UM RLC re-establishment”
The above solution has the following issues: 

- Specific to CS-HSPA application, and not usable with other applications e.g. VoIP.

- Cell update may be triggered when the timer expires, and no data reception problem has occurred. 

Alternative solution C is detailed in [3], [4] :
PDCP entity detects consecutive corrupted header values. Cell update is triggered with RL fouler cause and RLC entity is re-established. 
Detecting a single corrupted header may trigger unnecessary Cell update, since CRC check does not 100% guarantee that a PDCP header is only received corrupted due to ciphering. However it is unlikely that 2 or 3 consecutive CRC checks fail. 

The above solution is superior to solutions A and B 

- It is more robust (can always detect the problem regardless of network configuration and service / bearer). 

- It will recover any problem in uplink and downlink (solution A works only in the DL)
- It is simple utilising the existing RRC signalling with a small change to the PDCP entity 

Alternative solution D:
When PDCP entity detects 2 consecutive corrupted headers, it then increments HFN value and tried to de-cipher the 3rd PDU with incremented HFN. 

This proposal has the advantage of solution A, that the error may be recovered without additional signalling. This solution has the advantage over solution A that it does not depend on network configuration. 

This solution does however have a similar drawback to solution A – the problem can be recovered only in the downlink. Since there is no way to reset the uplink also, we may still end up with an unrecoverable ciphering problem until the call is ended. The solution is also more complex due to interaction required between layers. 
In case solution D is preferred, the behaviour should be specified in order that it can be testable, and the network should implement a similar detection mechanism in the uplink. 

Alternative solution E:
This solution is a combination of solutions C and D. 
When PDCP entity detects 2 consecutive corrupted headers, it then increments HFN value and tried to de-cipher the 3rd PDU with incremented HFN. In case the 3rd header check fails, then the cell update procedure and RLC re-establishment should be performed. 

This solution has all of the advantages of the above solutions. It works for uplink and downlink. It is the most robust solutions, and it can recover the problem in most cases without the need to perform a cell update (the cell update is the “last resort” recovery)
This solution has the following disadvantages. 

- Complexity (interaction between layers)
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Proposal

It is proposed 
1. RAN2 acknowledges the issue with UM RLC when using HSPA channels
2. Agree as a minimum that UM RLC re-establishment is added to Cell Update Confirm message to recover the problem seen with existing Radio Link Failure recovery mechanism, and detectable using one of the discussed solutions. 

3. Choose one of the solutions C, E (in order of preference) for the case when sync is re-gained before the expiry of the radio link failure timer. 
The sourcing companies prefer solution C for the following reasons: 

1. The immediate call re-establishment solution (i.e. solution C ) requires much smaller complexity in the UE than the ones for the autonomous error recovery (solutions D, E)
2. UE should trigger the call re-establishment so that we can reset not only downlink but also uplink COUNT-C.

It's safer for UE in case that NW doesn't implement the autonomous error recovery (solution E).

However it doesn’t solve the problem if only uplink side has the deciphering problem but it's better than the autonomous error recovery case since the autonomous error recovery doesn't have any means to recover the uplink problem. This is covered also by solution E. 
3. The autonomous error recovery requires inter-layer mechanism between PDCP and RLC. Please note if alternative E-bit is configured in UM RLC, RLC entity cannot detect the deciphering problem so the inter-layer mechanism needs to be introduced .For the immediate call re-establishment solution case, we use the existing call re-establishment procedure to recover the ciphering error.

4. The autonomous error recovery should have a maximum allowed number of recovery attempts. If UE has attempted the error recovery up to the limit, anyway UE should trigger the call re-establishment. Therefore the autonomous error recovery requires solution C implementation anyway.
5. We don't expect to see the problem very frequently so it's better to have the simpler solution. It’s important to have a solution because when the problem does occur the impact to user experience is severe. 
In any case, both UE and NW should have a mechanism to detect and recover the problem which does occur in bad radio conditions scenarios. 
This should not be left to implementation, since we should expect a robust solution with consistent, testable behaviour. It is not possible via conformance test or by IOT test to verify that the UE is able to recover from such a problem if we leave this to implementation since we will not have repeatable test conditions. 
If we do not correct the problem now, this will appear in the field and will be too late to correct it.
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