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1. Introduction

It has been discussed how to ensure MBMS contents synchronization even when RLC SDUs are lost over the link between BM-SC and eNB. Some RAN2 conclusions were drawn out and sent by LS to RAN3 [1], in which they would like to verify that assuming a protocol similar to the UMTS sync protocol is used:

1) Even if the eNB loses synchronisation for one MSAP occasion, it can still transmit all the data in the next MSAP occasion if it gets all sync protocol PDU’s related to that MSAP occasion

In this contribution, some issues are discussed for MBSFN transmission packet loss on access network and core network. The results show that in order to allow resuming synchronized transmission following two or more lost synchronization PDUs, muting until the end of the synchronization period would lead to serious QoS problem of service.
2. Discussion

2.1 Synchronization period and dropping
Issue 1: large data dropping in the case of small synchronization period
Synchronization period is an important parameter in content synchronization protocol. The value range in TS25.446 allows for a synchronization period of 600s. Now the flow control between BM-SC and eNB is also excluded in content synchronization, the data out of the synchronization period would be dropped.
However, the instantaneous bit rate of video codecs varies greatly depending on the video sequence complexity. The peak rate requirement compared to the average bit rate can be relatively high [2]. For each of the frame type, I, P and B frame, a lognormal probability density function is found to provide the best fit for the frame size histogram. And the data packet arriving is modelled as the Poisson distribution. Based on the analysis by the parameterization on statistics from movie “Star Wars” [3], the relationship between the synchronization period and data dropping is shown in Table 1.

Table 1 give the probability of the dropping during the MBMS data transmission. The radio resource allocation is the 110% of mean of transmission rate. The use cases are listed as the 1 service independent transmission, 5 services dynamic multiplexing and 10 services dynamic multiplexing. 

Table 1: Probability of the dropping in different interval of re-synch

	Synch period
	320ms
	1s
	10s
	20s

	1 service


	38.0%
	31.2%
	6.1%
	2.6%

	5 services multiplexing
	26.1%
	16.1%
	0.2%
	0

	10 services multiplexing
	23.5%
	8.4%
	0
	0


When RAN2 decided that the eNB mutes until the end of the synchronization period in order to allow resuming synchronized transmission following two or more lost synchronization PDUs (leading to de-synchronization), it was under the assumption that the synchronization period is about 320~1280ms. 
But from a perspective as explained above, it is very likely not acceptable for operators to suffer their transport network up to 20% data dropping because of a L2 design decision.
To guarantee the service transmission quality, we propose that the synchronization period is required to be more than ten seconds.
2.2 Packet loss in core network
Issue 2: end-to-end packet loss

In general, router has very low packet loss rate, such as 10-4~10-6 (Telecom grade reliability: 99.999%, Non-Telecom grade reliability: 99.9%). But the factual end-to-end packet loss is much larger than the one in one node. The connection between BM-SC to eNB is not a single link through one or two nodes, but an end-to-end link which maybe spans the whole mainland. Our analysis should be based on the average packet loss rate in a backbone network. See also [7] [8][9][10]. Typical SLAs used in today’s ISP guarantee an average loss rate of 0.1%~0.3%.
Unless the eMBMS operator implements specific techniques, one should consider a typical a 0.1%~0.3% loss rate in a full IP provider backbone.

Issue 3: consecutive bursts of lost packets
The accurate description of the packet-loss process in IP networks is very relevant to estimating perceptive quality in real-time applications. Using the traffic traces collected by Yajnik et al [4], we can examine UDP consecutive packet losses pattern and find the burst loss characteristic [5]. The packet loss data are collected via experiments run on 14 multicast-capable hosts at 11 geographically distinct locations in Europe and the US. These hosts are connected via the Multicast Backbone (MBone) network.
Table 2 gives the packet loss characteristics of these multicast-capable hosts from different geographical locations connected via the MBone. The ‘2’ and ‘3’ columns indicate that burst losses were mostly of lengths 2 to 3.The ‘(2’ column gives the percents of burst losses with lengths greater or equal 2.
Table 2 Receivers’ Consecutive Loss Statistics (RFV April 19th, 1996)
	Length
	1
	2
	3
	4
	5
	6
	(2

	spiff
	94.03%
	5.28%
	0.51%
	0
	0
	0.09%
	5.97%

	ursa
	93.93%
	5.39%
	0.50%
	0
	0
	0.09%
	6.07%

	lupus
	93.93%
	5.39%
	0.50%
	0
	0
	0.09%
	6.07%

	float
	93.46%
	5.72%
	0.54%
	0.05%
	0
	0.09%
	6.54%


The consecutive packet burst loss distribution of UDP packets as geometric in Table 2 shows that the popular percentage of ‘(2’ consecutive packet burst loss is about 6%.
The table 3 below translates above figures into the probability of two consecutive SYNC packets lost within a SYNC period depending on the SYNC period value.

Table 3 Probability that 2 or more consecutive packet loss during a SYNC period
	Pkt size
	Pkts/sec
	SYNC period 12.8 seconds

	400
	75
	3.7%

	900
	33
	2.14%

	1500
	20
	1.37%


One can see that in case of packet size equals to 400 byte and synchronization period equal to 12.8 seconds, the probability that 2 or more consecutive packet loss during a SYNC period is 3.7%. 
2.3 Packet loss in access network
Issue 4: operator’s quality of service in MBSFN
Assuming a medium city within the range of 40km*40km is served by a MBSFN, there would be about 7390 eNBs with 500m ISD and 616 eNBs with 1732m ISD. In such multitudinous eNBs group, we can calculate the interruptive probability during a SYNC period.
Table 4 Interruptive probability during a SYNC period, 7390 eNBs
	
	SYNC period 12.8 seconds

	Pkt size
	99% Probability
	90% Probability
	50% Probability

	400
	236
	253
	273

	900
	130
	142
	158

	1500
	79
	89
	101


Table 5 Interruptive probability during a SYNC period, 616 eNBs

	
	SYNC period 12.8 seconds

	Pkt size
	99% Probability
	90% Probability
	50% Probability

	400
	13
	17
	23

	900
	6
	9
	13

	1500
	2
	5
	8


In the MBSFN area with 616 eNBs, 99% probability that at least 13 eNBs would be interruptive due to 2 or more consecutive packet loss in each SYNC period = 12.8 s. In the MBSFN area with 7390 eNBs, this figure is 236.
Degradation of quality: one could think that when one such eNB interrupts, adjacent eNBs could provide enough power to cover up. However, the Broadcast Geometry for various ISD (inter site distance) presented in Figure 1 shows that when one eNB interrupts, the 90% broadcast coverage would degrade to 70% coverage in the interruptive eNB served area.
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Figure 1 Geometry for one eNB interrupts
Issue 5: Impacts to the dynamic multiplexing
In [2] it suggests that a simpler solution is to seize MBSFN transmission for a SYNC period once MBMS contents sync is lost and to resume MBSFN transmission at the next SYNC period. The issue in dynamic multiplexing is that when the prior service lost, all the following services should be interrupted. 
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Figure 3 the solution in [2] impact to dynamic multiplexing

Can we justify to an operator why it must take place just as a result of our L2 design for LTE MBMS, in which eNB should mute until the end of the synchronization period whenever two or more synchronization PDUs get lost (leading to de-synchronization) and should drop the correctly receipted packets of other services just due to an uninterested service losing its data? 
3. Conclusion

This paper shows that the assumption taken in RAN2 on L2 RLC design (LI indicator) and also consisting in muting until the end of the synchronization period whenever two or more synchronization PDUs get lost (leading to de-synchronization) leads to the following issues:

· Issue 1: the muting was assumed in RAN2 which will implicitly force the operator to suffer their transport network up to 20% data dropping under the assumption that the synchronization period is about 320~1280ms.
· Issues 2,3: unless the operator implements a specific technique to ensure lower loss rate, the typical IP provider backbone packet loss rate of 0.1% will lead to 3.7% interruptions each during a typical SYNC period of 10s.
· Issue 4: equivalently, unless the operator implements a specific technique to ensure lower loss rate, the typical IP provider backbone packet loss rate of 0.1% will lead to 13 eNB to 236 eNBs interrupted at any point of time of an MBSFN area of 40 km2 showing a degraded quality of 70% broadcast coverage.
· Issue 5: the muting until the end of synchronization period would impact the other correctly received services transmission in dynamic multiplexing.
We propose to discuss these issues and in particular see if they are acceptable for operators.
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Appendix
Link packet loss rate between BM-SC and eNB is 0.1%;

The percentage of consecutive packet burst loss in all burst losses is 6%;

For packet size=400 byte there is 48 packets in synchronization period=640 msec.

The probability that two or more consecutive packet loss during a SYNC period is calculated by:
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Within the range of 40km*40km is served by a MBSFN, there would be about 7390 eNBs with 500m ISD. For packet size=400 byte and synchronization period=640 msec, the probability of 2 or more consecutive packet loss during a SYNC period is 0.28%.
The probability of that all of 7390 eNBs have not 2 or more consecutive packet loss during a SYNC period:
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Then in 7390 eNBs, the probability of that at least 1 eNBs has 2 or more consecutive packet loss during a SYNC period:
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The probability of that only 1 eNBs has 2 or more consecutive packet loss during a SYNC period:
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Then the probability of that 2 eNBs or more than 2 eNBs have 2 or more consecutive packet loss during a SYNC period:
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The probability of that 2 eNBs have 2 or more consecutive packet loss during a SYNC period:

[image: image8.wmf]7388

2

2

7390

2

%)

28

.

0

1

(

%

28

.

0

-

´

´

=

C

P


Then the probability of that 3 eNBs or more than 3 eNBs have 2 or more consecutive packet loss during a SYNC period:
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The probability of that k eNBs have 2 or more consecutive packet loss during a SYNC period:
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Then the probability of that more than k eNBs have 2 or more consecutive packet loss during a SYNC period:
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Calculating by Matlab, when k=10, 
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That means, There is 99％ probability of 11 and more than 11 eNBs have 2 or more consecutive packet loss during a SYNC period.
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