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1 Introduction 
In RAN#45, work split shown below between RAN2 and RAN3 as way forward for type 1 relay has been agreed.
1. Where does S1-MME terminate



RAN3
2. Where does S1-U terminate




RAN3
3. Existence and termination point of X2 protocols

RAN3
4. QoS and bearer mapping on the Un link


RAN2
5. Reduction of header overhead (if needed)


RAN2
6. Smart forwarding (if needed)




RAN2
7. L2/L3 impacts not related to control/user plane architecture
RAN2
As [1] proposed, topics 1, 2 and 3 needs to be progressed in RAN3 before RAN2 can continue with topics 4, 5 and 6. In the last two meetings, arguments mainly focused on a complete protocol stack. For the latest version of 36.806, empty sections 5 "radio aspects" and 6 "backhaul aspects" have been opened for input from RAN2 and RAN3 respectively. It is not clear how they align with work split agreement, and whether some aspect not discussed in plenary should be included (e.g. RN backhaul to RN EPC shown in Fig1 assumed to be discussed in RAN3). We think it is better to clarify the split principle and describe it with more details (e.g. like Fig1) before section split. This paper bases on logical structure model regardless of actual protocol stack of specific alternatives.
2 Discussion
2.1 Role split between RAN2 and RAN3
Type 1 relay plays a dual role in all alternatives: one is UE (shown in fig 1 as “RN UE” in green), and the other is eNB (shown in orange box named as “RN eNB”). 

Functionality of a RN system can be logically separated as shown in fig1; “RN UE” is infrastructure used to support “RN eNB” acted as an eNB in superstructure layer of RN. Topics of 1, 2 and 3 mainly targeted at the functionality of “RN eNB” or network topology in the superstructure layer.


[image: image1.emf]DeNB  RN 

RN UE

UE UE radio inferface

RAN2(infrastructure)

RAN3(superstructure)

eNB serving

RN UE

RN eNB UE backhaul to UE EPC

RN radio interface RN backhaul to RN EPC


Fig 1 RN split into two roles: “RN eNB” and “RN UE”
Proposal 1: The aspects related to “RN eNB” should be discussed by RAN3, and “RN UE” should be discussed by RAN2. 
In the layer of “RN eNB”, the logical architecture models are very similar to H(e)NB. Reference [2] gives 3 logical architecture variants: with dedicated HeNB GW, without HeNB GW and with HeNB GW for C-Plane. Correspondingly, in type 1 relay alternatives, Alt1/3 is the variant without RN GW,  Alt2/4 is the variant with dedicated RN GW, and hybrid architecture 2 depicted in [3] is the variant with RN GW for C-Plane. In infrastructure layer, “RN UE” transmits data of “RN eNB” as an UE. The main reason that differ “RN UE” from normal UE is the different type of data carried by UE. Different “upper layer” architecture model will result in different traffic model discussed in next section which will have impact on design of “RN UE”. 
For the latest version of 36.806, empty sections 5 "radio aspects" and 6 "backhaul aspects" have been opened for input from RAN2 and RAN3 respectively. It is not clear how they align with work split agreement, and whether some aspects not discussed in plenary should be included (e.g. RN backhaul to RN EPC shown in Fig1 assumed to be discussed in RAN3). We think it is better to clarify the split principle and describe it with more details (e.g. like Fig1) before section split. 
Proposal 2: Structure model in fig1 should be included in general section of 36.806.
Further more, due to the close relation between “RN eNB” and “RN UE”, we believe it is better to analyze the potential impacts of RAN2 as discussed below and show the concerns w.r.t air interface, which could be taken into consideration by RAN3 to making decisions for topics 1, 2, 3.
2.2 Impact from control plane of superstructure 
During last meeting, RAN2 and RAN3 have agreements on four alternatives of type 1 relay and all protocol stacks will be included in relay TR 36.806[4]. Since the discussion mainly focused on the difference among protocol stacks of different alternatives, there are other aspects could not be clearly shown in figure of protocol stack .
As discussed in 2.1, comparing to HeNB architecture, there  also have alternatives without (e.g. Alt 1/3) or with (e.g. Alt2/4) RN GW in type 1 relay.
Assuming a typical deployment shown in fig 2 and fig 3, RN connected with DeNB identified eNB2. eNB1 and eNB3 are neighbor of eNB2. eNB2 connected to MME pool with three MMEs: UE MME1, UE MME2 and UE MME3.
For fig2, the deployment without dedicated RN GW, RN will establish connection between all neighbouring eNBs and all MMEs in MME pool as an eNB. In this case, RN will setup three S1-MME signalling connections and three X2-C signalling connections as depicted in fig 2 and maintain corresponding SCTP connections for each signalling connection respectively.
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Fig 2.S1/X2 signalling transparent for DeNB 

For fig3, the deployment with dedicated RN GW, RN will establish one S1-MME and one X2-C signalling connection with DeNB only. The signalling connection to neighbouring eNB and MME pool would maintained by RN GW (i.e. DeNB) instead of RN. The connections already exist before RN access and do not need to setup new connections. 
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Fig 3.DeNB acting as S1/X2 signalling proxy (GW)
Having similar functionality as H(e)NB GW,  the deployment of the RN GW will lower cost and complexity of  RN by reducing the functionalities and RN need to support as H(e)NB GW deployment.  By allowing a single interface between RN and RN GW, the RN GW deployment prevents from the need of supporting NNSF, multi-homing and multiple SCTP connection establishments at the RN.
For superstructure layer, introducing “RN eNB” GW, potentially reduces signaling traffic on “RN UE”
Proposal3: With and without dedicated RN GW as superstructure logical architectures should be included in 36.806.
2.3 Impact from user plane of superstructure
In RAN2#67, Un compression [5] solutions to low efficiency of Un when transmit VoIP packets have been discussed. Considering the type 1 relay deployment scenarios, we think Un compression should be applied in most cases. 
[5] gives us three options to implement Un compression. Option 1 shown in fig 4, specify a new header compression profile for GTP header and compressed headers with single CID using RoHCv2 chain mechanism. 
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Fig 4

Option 2 shown in fig 5, with nested RoHC channels model, need two step compression. First inner RoHC entity compressed inner IP/UDP/RTP headers using legacy RoHC profile, and second outer RoHC entity compress TNL header using legacy profile i.e. treats GTP header and inner RoHC header as payload. Two different CIDs should be used in nested manner. 
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Fig 5
Option 3 shown in fig6, existing header compression mechanism could be used for inner IP/UDP/RTP header, and outer IP/UDP/GTP header could be compressed using 3GPP specific solution. 
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Fig 6
Considering logical architecture variants described in section 2.2, for dedicated RN GW deployment, the compression of outer IP/UDP/GTP-U header could be achieved using 3GPP specific solution by disabling some optional protocol feature, e.g. IP or UDP segmentation, GTP-U sequence number or GTP-U echo request/response. In extreme simplified case, outer IP/UDP/GTP-U header could be compressed into one TEID. For architectures without RN GW, option3 is not suitable to apply due to EPC have no idea of “RN eNB” and protocol between “RN eNB” and EPC would not be simplified.
Comparing with developing new RoHC profile in IETF or 3GPP, option3 needs less effort at cost of introducing RN GW. For infrastructure layer, introducing RN GW could make 3GPP specific compression solution easier.

Proposal4: RAN2 should notify RAN3 about the potential impacts on RAN2, which could be taken into consideration when make decision for different logical architecture models.
3 Conclusion 
After discussed in this paper, we think it’s better to clarify work split more specifically in 36.806. Structure model and “inter-layer” requirement should also be included in TR.

We propose:
Proposal 1: The aspects related to “RN eNB” should be discussed by RAN3, and “RN UE” should be discussed by RAN2 
Proposal 2: Include structure model in fig1 in general section of 36.806.

Proposal 3: With and without dedicated RN GW as superstructure logical architectures should be included in 36.806.
Proposal 4: RAN2 should notify RAN3 about the potential impacts on RAN2, which could be taken into consideration when make decision for different logical architecture models.
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