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1
Introduction

In RAN2 #66bis, we quantified the amount of data that could be buffered at the RN at the time of handover to help make the decision on whether or not any special mechanisms are needed to avoid unnecessary buffer forwarding over the Un [1]. In this contribution, we present some more results and also make a rough calculation of the percentage of Un uplink that will be wasted on this unnecessary buffer forwarding along the lines of the calculation made by the chairman in the last RAN2 meeting [2]. 
2
Simulation Setup and Assumptions
The detailed simulation assumptions are the same as in [1], and are given in the Appendix. We however use an equal throughput scheduler in the results in this contribution. As in [1], we have used a simplified model to simulate the relay network, where the Un interface is modeled as a wireline link with a capacity that equals that of the wireless Un interface. We vary the Un spectral efficiency and study its impact. 

We quantify the average queue length of data buffered per UE at a given RN of interest. We assume that the donor eNB has NRN RNs attached to it, and that there are NRN-UE UEs attached to each RN, which are placed randomly in the coverage area of the RN. We assume that all the users are running an http application, and we assume that the TCP receive buffer size at the UE is 64 KB. We assume that there are NDeNB-UE UEs directly attached to the donor eNB. We denote the DL spectral efficiency of the Un interface by SEDL-Un and the spectral efficiency of Un UL by SEUL-Un. We take SEUL-Un = SEDL-Un in our results, but we expect that SEUL-Un should be smaller than SEDL-Un.
We assume that the system bandwidth on the Un interface is equally divided among all the UEs, both directly served by it and indirectly served by the RNs. Thus the Un interface to the RN of interest will receive a fraction NRN-UE/(NRN*NRN-UE + NDeNB-UE) of the available system bandwidth. Denoting by NBW the bandwidth of the system, the capacity of the Un interface for the RN of interest is given by:
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The average queue lengths have been obtained by first computing the time average of the queue lengths of the individual UEs and then taking the average across the UEs in the RN of interest. The queue lengths are the sum of the HARQ queue (packets waiting for retransmissions) and the RLC queue (fresh data queue of packets not transmitted to the UE even once). 
The % of wasted UL Un bandwidth is computed assuming that a UE makes a handover once every T seconds.  T is assumed to be 10 seconds in our results. The % of wasted UL Un bandwidth is computed as
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3
Simulation Results
Tables 1, 2, and 3 show the average queue size in kBytes and the % of wasted UL Un bandwidth due to unnecessary buffer forwarding. We can see a wide variance in the % of wasted UL Un bandwidth across different settings. We note that the results can be explained by checking whether or not the DL Un throughput is larger than the corresponding Uu throughput. If yes, then the amount of data buffered at the RN is substantial. If not, the amount of data buffered is small and insignificant. In this case, the buffering would be happening at the Donor eNB.  From our results, it is clear that the tipping point happens between 8.33 Mbps and 6.66 Mbps of DL Un capacity. 
	#UEs/RN
	CDL-Un (Mbps)
	Average queue size (kBytes)
	% of wasted UL Un bandwidth

	10
	11.11
	37.06
	2.67

	25
	16.66
	35
	4.2


Table 1: NRN=2, NDeNB-UE=25, and SEDL-Un=5
	#UEs/RN
	CDL-Un (Mbps)
	Average queue size (kBytes)
	% of wasted UL Un bandwidth

	10
	6.66
	1.25
	0.15

	25
	8.33
	32.8
	7.87


Table 2: NRN=5, NDeNB-UE=25, and SEDL-Un=5
	#UEs/RN
	CDL-Un (Mbps)
	Average queue size (kBytes)
	% of wasted UL Un bandwidth

	10
	4
	0.512
	0.1

	25
	5
	0.46
	0.18


Table 3: NRN=5, NDeNB-UE=25, and SEDL-Un=3

In these simulations, we haven’t accounted for scheduling restrictions, such as, the DL Un and DL Uu cannot be active for the same RN in the same sub-frame. We also note that the spectral efficiency of UL Un is likely to be much poorer than DL Un spectral efficiency, thus increasing % of wasted UL Un bandwith by an appropriate factor. Based on our results, we can conclude that
1) When the DL Un throughput is larger than the throughput on the Uu, the amount of data buffered at the RN and the percentage of wasted UL Un bandwidth is significant.
2) When the DL Un throughput is smaller than the throughput on the Uu, the amount of data buffered at the RN and the percentage of wasted UL Un bandwidth is negligible. 
In the former case, some mechanism to avoid unnecessary buffer forwarding would be needed, and in the latter, because Un is the bottleneck, some per-UE/per-RB QoS would be needed over the Un.
4
Conclusions
We request that RAN2 discuss these results and the following proposals, and agree on an appropriate way forward.
Proposal 1: Discuss and agree which (or both) of the following scenarios are likely a) DL Un throughput > DL Uu throughput (sector capacity) b) DL Un throughput < DL Uu throughput.

Proposal 2: Based on the decision on proposal 1, agree on either one or both of the following are needed a) Mechanisms to avoid unnecessary buffer forwarding during outbound handovers from RNs b)  Per-UE/per-RB QoS is needed on the Un interface.
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Appendix
The simulation assumptions and parameters are given in the table below.
	Parameter
	Assumption/Value

	Number of UEs served by the RN
	10, 25

	Number of UEs served by donor eNB
	25

	Total number of RNs in system
	2, 5

	Distance-dependent path loss for RN(UE
	L = 140.7 + 36.7log10(R), R in kilometers

	Shadowing standard deviation: relay to UE
	8 dB

	Correlation distance of Shadowing
	50 m

	Penetration loss from relay to UE
	20 dB

	Bandwidth
	10 MHz

	Subcarrier spacing
	15 kHz

	Resource block size
	180 kHz (12 subcarriers)

	Subframe duration
	1.0 ms

	Number of OFDM symbols per subframe
	14 (11 used for data, 3 for control)

	Channel model
	Typical Urban (TU) used for PDSCH 

	UE deployment
	25 UEs under RN and 25 UEs under donor eNB

	Frequency reuse factor
	1x3x1

	Hybrid ARQ round trip delay
	8 subframes (ms)

	Thermal noise density
	-174 dBm/Hz

	Total relay TX power
	1 Watt, 30 dBm

	BS antenna gain (incl. cable loss)
	14 dBi 

	Relay antenna gain (incl. cable loss)
	5 dBi (for Rx/Tx with UE)

	BS and relay transmitter to UEs
	1 antenna

	UE speed 
	3 km/h

	UE receiver
	2 antennas

	UE antenna gain
	0 dBi

	UE noise figure
	7 dB

	CQI quantization
	4 bits for wideband CQI

	CQI feedback cycle
	20 ms

	Traffic type
	HTTP 1.0 

	TCP receive buffer size
	64KB

	Scheduler
	Equal throughput scheduler

	Control channel model
	PDCCH errors modeled


� EMBED Equation.3  ���











[image: image2.wmf]BW

Un

DL

UE

DeNB

UE

RN

RN

UE

RN

UN

DL

N

SE

N

N

N

N

C

-

-

-

-

-

+

=

_1311852258.unknown

_1311941526.unknown

