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1. Introduction

At RAN2#66bis, a lengthy discussion about fundamental concepts in bandwidth aggregation developed from the fact that the most basic aspect of a cellular system—the notion of a cell—becomes a bit ambiguous in a multicarrier setting.  This document discusses the issue and attempts to establish a forward-looking definition of a “cell”, show how it relates to the LTE-A approach to bandwidth aggregation, and give some examination to the consequences.
The analysis in this document is somewhat downlink-centric, since there are fundamental open questions regarding duplexing that would affect the modelling of uplink procedures.

Although the content of this paper may be seen as “only” a modelling discussion, the amount of time spent on this modelling issue already suggests that such a discussion is needed!

2. Discussion

2.1. Existing definition

The definition of “cell” given in [1] is as follows:
Cell: Radio network object that can be uniquely identified by a User Equipment from a (cell) identification that is broadcasted over a geographical area from one UTRAN Access Point. A Cell is either FDD or TDD mode.
The word “uniquely” suggests that in LTE terms, the “(cell) identification” of this definition should be understood as referring to the global cell ID.  In the context of bandwidth aggregation, this definition would mean that a cell consisted of all carriers transmitted by a single eNode B using a common CGI.

From the decision that an idle UE in a multicarrier system behaves as if it were a single-carrier UE, camping on a “cell” consisting of a single frequency of a single eNode B, we infer that the separate carriers have separate CGIs (or some equivalent “global cell ID”) and are separate cells in the sense of this definition.  In consequence, either bandwidth aggregation involves the use of resources from multiple cells, or the “cell” concept becomes different for idle and connected UEs.  The latter result would be an undesirable source of complexity, and we suggest that it should be excluded from consideration.  In other words:
Proposal 1: The definition of “cell” from TR 21.905 is not modified for multicarrier: Each carrier of an eNode B constitutes a separate cell, and bandwidth aggregation involves the assignment to a single UE of radio resources from multiple cells.
2.2. Underlying principles
Even in light of Proposal 1, it seems worthwhile to consider the different principles that collide in the concept of a “cell” in extant 3GPP systems, to understand what properties need to be decoupled from the definition for bandwidth aggregation.
Considering the different operations that take place on a single cell today, it is possible to identify several alternative characterisations of a cell.  The following list seems to encompass the most significant of these characterisations:
1. A cell is the radio object transmitted from one (e)Node B on one carrier;

2. A cell is what a UE in idle mode camps on;

3. A cell is the object defined as “serving” a UE in connected mode;

4. A cell is the radio object governed by a single set of system information;

5. A cell is the smallest scope in which the system assigns an ID to UEs;
6. A cell is the radio object associated with a single PDCCH.
Today these descriptions are of course equivalent.  Proposal 1 would retain items 1 and 2, while leaving the others open to possible modification.  In the following sections, we consider some of these descriptions individually to determine whether they need to be decoupled from the “cell” concept.
2.3. What is a serving cell?
Item 3 above raises the question of under exactly what conditions a cell should be considered as “serving” a particular UE.  It seems that at a minimum, a “serving cell” should provide a PDCCH and the capacity for signalling to the UE; it might also be considered as the object whose radio conditions determine the need for handover, or as the object which will cause a radio link failure if it degrades to an unusable state.
The matter of handover is essentially a question of network implementation and does not need to be codified in a specification; the subject of radio link failure can be seen as a consequence of the “serving cell” concept rather than part of the definition.  Thus we propose the following definition:

Proposal 2: A cell is considered as “serving” for a particular UE if it can provide scheduling for the UE and is usable for at least SRB1.

This proposal leaves open the question (discussed briefly at RAN2#66bis) of whether a UE could have more than  one serving cell.  However, it seems that there is no technical obstacle to allowing this; that is, a UE could be configured to receive the PDCCH on two or more carriers of the same eNode B and consider them both as “serving” cells.

While some technical consequences of this concept would need to be explored (e.g., the meaning of providing measurements for the serving cell), the proposal is mainly a matter of terminology.  The main functional consequence would be that the UE can avoid experiencing radio link failure in case one of the serving cells fails.  A possible approach to handling failures of individual carriers was explored in [2]; we do not reprise the proposal here as it  seems premature to attempt to agree on the details at this stage.  It does, however, seem reasonable that RAN2 should continue to investigate the possibility of multiple serving cells in this sense.

Proposal 3: RAN2 should leave open the possibility that a UE has multiple serving cells (belonging to a single eNode B), under the definition of Proposal 2.

In addition to the concepts discussed in this section, it might be suggested that the serving cell is by definition the termination point for the RRC protocol on the network side.  However, it could also be considered that this termination point is at the eNode B, and the distinction is invisible to the air interface.  We do not propose to change this “agnostic” condition of the specification, but we would note that the “single RLC” model already agreed upon suggests that the RRC layer should terminate at the eNode B level as well rather than at a particular cell.  This model of protocol termination would be consistent with the idea that the UE is “served” by the eNode B, potentially through more than one cell.
2.4. System information
A UE receiving multiple carriers may, of course, have access to multiple sets of system information.
  In such a case, and particularly if there is a “multiple serving cells” concept, the UE needs to know how to interpret multiple sets of SIBs.
In general, most system information relates to a particular carrier rather than to an entire eNode B.  Apart from the inter-frequency and inter-RAT neighbour lists, there are only a few system information fields applicable in connected mode that might be interpreted as common across carriers:

· SFN [MIB]

· TDD configuration [SIB1]

· UE timers and constants [SIB2]

The remainder of SIB2 is clearly per-carrier, and we assume that it would need to be read from each carrier the UE was monitoring.  Otherwise the SIB would need to be restructured to carry information for multiple carriers, which would be technically possible but would have significant bandwidth costs.

We assume that there is no real question about the SFN, since it would take an actual effort from the eNode B to manage different SFNs for different carriers, with no apparent benefit.  The TDD configuration may need some discussion; however, it seems that for a UE to operate on carriers with different TDD configurations would at least be restricted to UEs with multiple Tx/Rx chains (so that the modes can be switched independently on a per-carrier basis), and we conjecture that this case can be eliminated.
The timers and constants, however, could conceivably be different for different carriers, if variation in the radio environments at different frequencies meant that the radio links needed to be monitored with different parameters.  While we have not identified a specific need for this, if there is a general consideration that such flexibility may be needed, it seems clear that UE behaviour for separate monitoring of the carriers could be defined.

This analysis leads to

Proposal 4: System information can be read from a single serving cell and applied across all carriers of the same eNode B, even if there are other serving cells in the sense of Proposal 3, with the possible exception of the UE timers and constants pending further discussion.  Any other cases in which two carriers send incompatible contents for system information that is applicable to multiple carriers can be considered as network error cases.

This proposal largely discards item 4 from the list of cell definitions, although system information applicable to a specific carrier (e.g., RRC-RadioResourceConfigCommon) would still be effectively scoped to a single cell.
2.5. Scope of C-RNTI
Item 5 in the cell definition list raises an interesting issue, in that a UE needs to have a C-RNTI associated with a carrier not only to read the PDCCH but also to read the PDSCH.  In consequence, cross-carrier scheduling raises several issues related to the allocation of UE identities.

Obviously, a carrier must have a C-RNTI allocated to a UE in order to provide scheduling to that UE.  (Whether these C-RNTIs might be different for different carriers remains an open question.)  In addition, however, a UE requires a C-RNTI to decode the PDSCH; it follows that for any carrier on which a UE can receive data, whether or not it can actually receive scheduling there, the UE must somehow be allocated an identity.

There are two possibilities: either the eNode B can be assumed to allocate a C-RNTI to a UE for use across all (configured) carriers, or C-RNTIs can be allocated for use on specific carriers.  In the latter case, a signalling mechanism must be provided by which a UE can be given a C-RNTI for use on any carrier where it is configured to receive data.  The natural occasion to do this is when the carrier is configured, though presumably a later reconfiguration could change the C-RNTI (as is done today with a single carrier).

The flexibility of per-carrier allocation of C-RNTIs would add some decoding complexity to the UE, and we have not identified major benefits from allowing it.  However, this area may need further discussion to determine if there are benefits on the network side.  As a starting point for discussion, we suggest
Proposal 5: The serving eNode B allocates a single C-RNTI to the UE, which will be used across all carriers where the UE is configured to use radio resources.  The C-RNTI can be assigned at connection establishment and changed by reconfiguration signalling, as in Rel-8 and Rel-9.

In terms of the list of cell definitions, this proposal would eliminate item 5: the C-RNTI is now scoped to an eNode B rather than a cell.  (As such, it would have the wrong name—the “C” stands for “Cell”—but this issue is probably not critical to address.)
2.6. Scope of PDCCH

It is difficult to discuss the scope of a PDCCH from a RAN2 perspective without clear guidance on whether cross-carrier scheduling is supported.  If not, of course, it follows immediately that there must be a PDCCH on every carrier, and a UE must be configured to receive the PDCCH  on any carrier where it expects to receive data; if not, it becomes necessary to maintain a distinction between “PDCCH-configured carriers” and “PDSCH-configured carriers” (certainly for a particular UE, and possibly at the system level as well if RAN1 consider that a carrier can exist without a PDCCH).
It seems that the only thing that can be concluded in RAN2, in the absence of a decision on cross-carrier scheduling,  is that each PDCCH is transmitted by a particular carrier (i.e., belongs to a particular cell in the sense of Proposal 1).  Whether each cell necessarily has its own PDCCH, and whether a PDCCH may carry information relating to other cells, depend on RAN1 decisions, and we propose no RAN2 action at this time.
3. Conclusion
This document presented the following proposals:
Proposal 1: The definition of “cell” from TR 21.905 is not modified for multicarrier: Each carrier of an eNode B constitutes a separate cell, and bandwidth aggregation involves the assignment to a single UE of radio resources from multiple cells.
Proposal 2: A cell is considered as “serving” for a particular UE if it can provide scheduling for the UE and is usable for at least SRB1.

Proposal 3: RAN2 should leave open the possibility that a UE has multiple serving cells (belonging to a single eNode B), under the definition of Proposal 2.

Proposal 4: System information can be read from a single serving cell and applied across all carriers of the same eNode B, even if there are other serving cells in the sense of Proposal 3, with the possible exception of the UE timers and constants pending further discussion.  Any other cases in which two carriers send incompatible contents for system information that is applicable to multiple carriers can be considered as network error cases.

Proposal 5: The serving eNode B allocates a single C-RNTI to the UE, which will be used across all carriers where the UE is configured to use radio resources.  The C-RNTI can be assigned at connection establishment and changed by reconfiguration signalling, as in Rel-8 and Rel-9.
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� Whether there is necessarily system information on every carrier is unclear; in our understanding, RAN1 have considered the possibility of “non-backward compatible” carriers on which legacy LTE UEs cannot camp, but have not distinguised between the two cases of “LTE-A UEs only can camp” (which would require system information) and “no UEs at all can camp” (which might be viable with no system information).





