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Discussion and decision 
1. Introduction

The purpose of this email discussion is to attempt further progress on the study item, Minimisation of Drive Tests (MDT).
2. Discussions

2.1. Measurement logs
In RAN2#66bis meeting, 4 measurement logs were agreed to be captured in the section 6 of TR36.805 [1]. It was decided in the same meeting to further discuss if other measurements should be captured.

Annex A of this document describes the details of measurement logs that are proposed in the email discussion [66#7] preceding RAN2#66bis meeting [2] and submitted to RAN2#66bis meeting.
The following is a list of measurement logs presented to capture discussions in this email discussion. Comments received during the email discussion before RAN2#66bis are kept with the email discussion identifier, [66#7].

Discussion:
	Measurement log
	Comments / discussions
	Proposed by
	Support
	Not support

	1. RRC connection re-establishment/Cell Update after Radio Link Failure
	· [66#7] Nokia & NSN: The intention is to log data before and after the trigger, so should the actual measurement logging start from the RLF or before that? If the logging has to start before the RLF, the measurement has to be initiated without knowing if RLF ever happens resulting in inefficient usage of the UE measurements. Another option could be to log only instantaneous cell results at the RLF which are anyway available making the measurement simple but still providing valuable information about possible cause of the failure. This would also prevent UE doing unnecessary logging while just waiting for potential RLF to happen.

There are similar issues as in the previous measurement about when to start measurement, especially if the logging window has to capture results before and after the RLF. There can be long measurements just waiting for the trigger and in worst case no report is sent.

We were wondering also why logging interval is needed here when capturing a single event?
· [66#7] Qualcomm: The sliding window plays the same role here in order to facilitate taking the logs preceding the event. Not sure what is the drawback of taking logs internally in the UE. But probably this measurement window can be disabled in the measurement logging configuration. The interval is used within the sliding window which can be before and after the event.

· DOCOMO: “Periodical downlink pilot measurement” and “Serving Cell becomes worse than threshold” captured in TR 36.805 can already provide operators with an idea of where RLF will occur. However, this measurement will be useful in the sense it gives a more direct indication on where RLF occurs.
	Qualcomm Europe
	DOCOMO (better to have), Telecom Italia
	

	2. Uplink RRC message delivery failure
	· [66#7] Qualcomm: What is the exact criterion for the “RRC message delivery failure” (e.g. RLC max re-transmission)? We could make this more generic measurement to address link budget problems in the uplink (e.g. by reporting UL power hit).
· [66#7] CATT=>Yes, the exact criterion for the “RRC message delivery failure” is RLC max re-transmission num.

The cause of “RRC message delivery failure” must not be UL coverage (link budget)problems, but probably be unsuitable HO setting, which causes that RRC message(E.g. measurement report) are delayed to be sent, while UE leaving the serving cell and caused measurement report send failure finally. Therefore, we think this measurement is not only to solve UL coverage problems, it is nearly impossible to define a general measurement to solve link budget.
· [66#7] Nokia & NSN:  We tend to agree that the measurement could be beneficial for Measurement Report message above all.
· Qualcomm: We think that the cause of this rather rare event is UL/DL imbalance. If no link imbalance, the UE should have detected RLF before the max re-transmission happens. The link imbalance is covered by “Transmit power headroom becomes less than threshold”.

· CATT:  From our understanding, in the case of without UL/DL link imbalance, it is not sure whether UE first detects RLF or max UL re-transmission happens due to different interference on the UL and DL link. Thus, both two events (RLF/ Uplink messages failure) could occur, and which is correlated to the real radio condition.
· DOCOMO: “Transmit power headroom becomes less than threshold” captured in TR 36.805 can already provide operators with an idea of where UL C-plane out of coverage will occur. However, this measurement will be useful in the sense it gives a more direct indication on where UL C-plane out of coverage occurs. Also, it would be better to know which UL RRC message the UE failed to deliver to identify which procedure failed.
	CATT
	DOCOMO (better to have), Telecom Italia
	Qualcomm

	3. BCH failure
	· [66#7] Qualcomm: What is the exact criterion for the “read System information failure”? Is it based on an essential SIB not being decoded or a SIB scheduled in SIB1 not being decoded. Today, it is not specified how long the UE should keep trying to decode a SIB. Does the proposal affect this principle? 
· [66#7] CATT=> “read System information failure” indicates any form of BCH decoding failure, including all above failures above. 

How long the UE should keep trying to decode a SIB is a implementation issue, not a specified one. Anyhow, UE can get know it read SIB successfully or failure. Once it happens read SIB failure, UE will log that. This proposal will not affect current BCH channel detecting and any other current principles. 

· [66#7] Nokia & NSN: In practical situations the coverage difference between synch channel and BCH (MIB detection) may not very large. Hence, this may be a bit marginal issue and possibly not worth specifying another measurement.
· [66#7] CATT=> In traditional 2G/3G system, BCH is the only symbol for the whole cell coverage. Different from that, LTE system, the BCH power and RS power are set independently. Hence, it’s possible for LTE system to happen that RS coverage and BCH coverage are different, which is very difficult to be found by traditional methods. We are very sorry that we are confused about how to get the conclusion of “difference between synch channel and BCH (MIB detection) may not very large”. Is it based on your LTE commercial deployment experience or simulation result?
Even if the RS coverage and BCH coverage are nearly same. Reading SIB failure will cause UE fail to access the system, which is a critical problem for coverage, while it is difficult to be realized by network or by traditional network optimization. Originally, this information has to be collected by drive testing equipment. Hence, The information of “Reading SIB failure” by UE log is very beneficial for coverage optimization to diagnose the coverage problems.
· Qualcomm: We would prefer the exact criterion for the “read System information failure” to be defined (i.e. like Vodafone’s proposals)

· CATT: Certainly, there are several measurements about DL common channels or BCH channel, which information included are same. We also think merging them into one kind or 2 kinds of measurements is clearer. Please 2 merging proposals followed by this table.
· DOCOMO: We think it would be better to have more precise description as in “8. P-BCH” and “9. SIB-1 Transmission on DL-SCH”.
	CATT  
	
	

	4. Serving Cell becomes better than a threshold1 and neighbour cell better than threshold2 simultaneously
	· [66#7] Qualcomm: We generally support the idea of detecting pilot pollution. It seems that the factor of the serving cell being polluted is missing in the proposed criteria. We think “serving cell RSRQ < threshold” should be added.
· [66#7] CATT=> Yes, the information is used to detect excessive coverage problems, i.e. pilot pollution. We agree with your proposal of 2.2 “serving cell RSRQ < threshold” can detect weak coverage.
· [66#7] Nokia & NSN: Similar trigger conditions can be configured by combining the existing events. Would’n similar results be available from the active mode users with such configuration? Geographical location would be missing but the possible overlapping cell areas can be pointed between certain cell pairs or multiple cells. Cell measurements would also indicate rough distance from the sites.
· [66#7] CATT=> In deed, combining the existing event can do that. But it will bring other serious problems. If Using A1 (serving cell becomes better than a threshold) and A4(neighbour cell becomes better a threshold) for all UEs, as A1 and A4 are configured and reported separately, the UEs near cell centre will report great deal of measurement report, which will bring no contribution to diagnose the pilot pollution, while waste great deal of air interface resource. If only configuring the cell edge users to report A1 and A4, the network should distinguish which UE are cell edge users, which are cell centre users, which is complex relatively to achieve that. Additionally, as UE keep moving, current cell edge users will become cell centre user a moment later. This distinguish of cell edge users should be done frequently. While CCO is slow action and need to collect datum for a certain long time. Undoubtedly, it will bring a burden to do that.
· [66#7] Qualcomm: It would be very difficult to get a good level of location info from cell measurements in particular in an area where we have pilot pollution (
· [66#7] CATT=> Yes, combining the existing events proposed by NSN can not provide location information as current event doesn't include this IE, as indicated by Qualcomm, the location info is beneficial to diagnose the pilot pollution.
· DOCOMO: We think information on pilot pollution can already be obtained from “Periodical downlink pilot measurement” and “Serving Cell becomes worse than threshold” captured in TR 36.805.

· CATT: “Periodical downlink pilot measurement” and “Serving Cell becomes worse than threshold” mainly log the serving cell’s signal strength. In addition, we think “Periodical downlink pilot measurement” is common to use in the initial network deployment stage, at when a great deal of drive tests are needed to get know the coverage status of the network and the radio resource are very rich as the subscribers are not much more. While in the stage of relative stable stage, it has great possibility that “Periodical downlink pilot measurement” will not be used, then at that time how to detect the pilot pollution? Same case is “Periodical downlink pilot measurement” and “Serving Cell becomes worse than threshold”, since “Periodical downlink pilot measurement” can also get know that “Serving Cell becomes worse than threshold”, why the latter are needed? The principle is same: these two measurements are used in different deployment stages and different scenarios.
	CATT
	Qualcomm
	DOCOMO

	5. Data Radio Bearer establishment
	· T-it: Measurements related to use plane as described in section A.5 can be used to derive information on data volume and QoS, hence coverin use cases “Capacity Optimisation” (already included in the TR) and “QoS verification” captured in 2.4.2 of this document

> data volume: the amount of transmitted (received) bytes at PDCP level during the session; packet loss rate in UL/DL in the same period, can increase the accuracy of the DL measurement as it is possible to calculate the transmitted data volume

> QoS. Instantaneous throughput can be calculated every logging period e.g. 1s. This calculation also includes the periods within the logging interval where there is no data transmission, hence it is less accurate for bursty traffic than for full buffer applications. If calculating the effective transmission time is deemed too impacting on the UE, the basic formula: [transmitted (received) bytes in the period / T] can be sufficient.

· Qualcomm: We support this kind of user traffic related measurement in general. Information about user traffic per UE associated with location information is not available with the eNB measurements. Some other trigger mechanisms to reduce the UE measurement logging would be beneficial (e.g. Motorola’s proposal 13.). We agree something like measurements defined in TS36.314 is a good baseline.
· DOCOMO: We think such measurement can be helpful for operators to plan where to deploy hot spot cells.
	Telecom Italia
	Qualcomm (detail need to work out), DOCOMO
	

	6. Paging Channel (PDCCH decode error)
	· Qualcomm: The eNB sends P-RNTI in paging occasions only when it needs to send a paging message. There is not distinction from the UE point of view between decoding error and P-RNTI not being sent.

· Vodafone: Our main intention is for UE to have the ability to decode the PDCCH at its paging occasion irrespective of whether it contains a P-RNTI or not. We assume that the ability for UE to decode that there is no P-RNTI on the PDCCH can be considered as a successful decoding of the PDCCH rather than a failure. If  UE cannot decode the PDCCH (even when there is no P-RNTI), this means that it will most likely not be able to decode the PDCCH when a P-RNTI is actually sent in the future.
· DOCOMO: We have similar comments as Qualcomm. What is meant by “ability for UE to decode that there is no P-RNTI on the PDCCH can be considered as successful decoding of the PDCCH”? From the UE point of view, detecting CRC failure on PDCCH when PDCCH was actually sent and when PDCCH was not sent would appear to be the same. If you want to know the PDCCH missed detection rate for common channels, it seems better to measure “16. BCCH decode error (PCFICH/PDCCH)”.
	Vodafone
	
	DOCOMO

	7. Paging Channel (PCCH decode error)
	· Qualcomm: Dimensioning of DL-SCH of “broadcast” type could be leaned via decoding error events of one of the DL-SCHs of broadcast type (i.e. SIB, PCCH). Probably we do not have to have multiple measurement logs for similar types of DL-SCH.

· Vodafone: We generally agree with the comment that we do not need to have multiple measurement logs for similar types of DL-SCH which is why we only indicated measurement logs for SIB1 for BCCH transmission decode error.

Regarding the PCH decode error, whilst the UE is in idle mode, it will only read the DL-SCH at cell selection/reselection. Even though UE might be able to correctly decode the DL-SCHs for BCCH transmission at cell reselection, it is no guarantee that the UE will be able to decode the paging channel e.g. UE has moved from one region of the cell (where DL-SCH reception is good) to another part of the cell where the DL-SCH reception is not good. Hence, it might be better to keep measurement logs for PCCH and BCCH transmissions on DL-SCH separate.
· DOCOMO: We think this measurement is useful in fine tuning PCH related parameters.
	Vodafone
	DOCOMO, Telecom Italia
	

	8. P-BCH
	· CATT: Frequency ID of PCI is also needed.
· DOCOMO: We think this measurement is useful in fine tuning P-BCH related parameters.
	Vodafone
	Qualcomm,CATT, DOCOMO, Telecom Italia
	

	9. SIB1 Transmission on DL-SCH
	· Qualcomm: Can you clarify why this is limited to SIB1?

· Vodafone: We assume if the UE is able to decode SIB1, then it should in principle also be able to decode the other SIBs as they would have similar DL-SCHs configuration for ‘broadcast’. In order to limit the number of measurement logs, we think that it is enough to have a measurement log for SIB1 rather than for all SIBs sent on DL-SCH.
· Qualcomm: Actually, P-BCH, PCCH and SIB1 are all broadcast type and all do not use HARQ (although SIB1 takes advantage of time diversity). We could have one of P-BCH, PCCH or SIB1, and a new one for SIBs using eNB autonomous HARQ.

· DOCOMO: We think this measurement is useful in fine tuning BCCH on DL-SCH related parameters.
	Vodafone
	DOCOMO, Telecom Italia
	

	10. Abnormal service
	· Qualcomm: We think the “Serving Cell becomes worse than threshold” that is already captured in the TR covers the same function. The limited service state is not related to network or UE performance.

· CATT: We are not clear about the necessity as “Serving Cell becomes worse than threshold” has been defined.
· DOCOMO: (1) When in limited service state, would MDT configuration be still valid (UE can be camping on a different PLMN)?  (2) Knowing out-of-service areas is important, however, maybe this information can be obtained from the “Serving Cell becomes worse than threshold” captured in TR 36.805, as mentioned by Qualcomm.
	Huawei
	
	Qualcomm 

	11. Cell Search

(Withdrawn)
	· Qualcomm: Detail of cell search is highly left to UE implementation. It is not clear to us with the current description if the event or measurement can be used as performance metrics.

· Huawei: Would like to withdraw the proposal.

· DOCOMO: The use case of this measurement is not very clear to us. If we want to fine tune BCH related parameters, “8. P-BCH” and “9. SIB1 Transmission on DL-SCH” can provide information for this purpose. Then, if P-BCH quality can be tuned, there is no reason not to tune SCH together with the P-BCH.
	Huawei
	
	DOCOMO

	12. Camping on low priority cell
	· Qualcomm: We agree it could be interesting to know if the cell reselection priority can be correctly enforced by the UEs in the operator’s network. But the cause of not being able to enforce is coverage problems in the end? If so the “Serving Cell becomes worse than threshold” covers it.

· CATT: How to distinguish coverage problem in higher priority cell or RRM parameters are unsuitably set? We think it depends on operators policy to camp on what kind of priority cell. And we are confused about the accuracy to diagnose coverage problems.
· DOCOMO: We are not entirely sure of the definition of this measurement. However, we think it would be interesting to know where inter-RAT cell reselections occur in the network.
	Huawei
	
	

	13. UL data loss and latency


	· Qualcomm: We understand the “UL data loss” in this proposal is actually the loss due to PDCP SDU discard and does not include estimation of data loss over Uu. Is this correct?
Measurement of “latency” in upper layers (e.g. PDCP layer) may not be easy to implement. Wouldn’t the ratio of SDU discard sufficiently tell the unsatisfactory QoS?
· DOCOMO: Although this measurement is interesting, we were not sure how this will help operators in fine tuning the network.
	Motorola
	
	

	14. Handover failure
	· Qualcomm: The cause of handover failure is a random access failure in LTE. Isn’t it covered by “Random access failure”? Can you clarify the trigger for UMTS, “reach activation time”?

· LGE: We mainly consider the case when radio condition is not good. For the case of LTE, if UE can’t get synchronized to target cell, then UE cannot continue to perform random access procedure during handover. This would mean that “random access failure” may not be sufficient. After further thoughts on the trigger for UMTS, we have changed the trigger cause to “at expiry T312 timer” as suggested in Annex A, since T312 expiry during handover procedure would mean that there were clearly some problems in radio condition.
· DOCOMO: We think this kind of measurement is useful in giving indication about handover performance, and will help operators in fine tuning handover related parameters. However, this measurement does not provide the whole picture, since it is triggered only after T304 expiry. I.e. it only gives information on UEs who failed to access the target cell after receiving HO Command. However, Measurement Report / HO Command delivery is also important for handover performance.

· LGE: We think that what is important for logging is between HO command reception and T304 or T312 expiry. Within this interval, the network does not know the UE’s situation. Thus, the log for this interval is important for handover optimization. We originally proposed to have a measurement log at a specific event, i.e. timer expiry. We think that it is a compromise between a clear picture of handover and the number of measurement log. But if companies want to have more logs in this interval, we can increase the number of logs e.g. by periodical logging after HO command. For the Measurement Report / HO command delivery, we are unclear about your intention. Does DoCoMo want to have measurement log for every MR failure before HO command as well as HO command failure?
	LGE
	
	

	15. Near PCI
	· Qualcomm: We believe you meant PCI collision, rather than PCI confusion?

· LGE: The UE can detect that two cells of different CGI use same PCI. However, from this detection, the UE cannot know whether it is due to PCI collision or due to the PCI confusion. Final conclusion regarding whether it is collision or confusion can be made by eNB with some location information of each cell.
· DOCOMO: We didn’t understand why this information has to be provided from the UE. The operator should be able to know which cells have assigned which PCIs.

· LGE: We agree that operator can know which cell use which PCI. However, the exact boundary/propagation of each cell is hard to tell. Also, the impact of uncoordinated deployment of many HeNB should be considered. The purpose of this measurement is to discover the area where same PCI is detected in close distance. From this detection and reporting, one of cells can be reconfigured with other PCI value to prevent failures.
	LGE
	
	DOCOMO

	16. BCCH decode error (PCFICH/PDCCH)
	· Qualcomm: We believe that occurrence of PDCCH error can be learned by the eNB, e.g. through monitoring behaviours of UEs in connected mode.

· CATT: Firstly, we does not think the eNB  can distinguish the behaviours of UEs, i.e. transmission or no transmission, by interference from inter cell . Secondly, how does the eNB know which scenarios happen, losing PCFICH/PDCCH or failing uplink transmission, if the uplink coverage is worse than downlink?
· DOCOMO: We think this measurement is useful in fine tuning PDCCH related parameters for common channels.
	CATT
	DOCOMO, Telecom Italia
	

	17. D-SR transmission failure
	· Qualcomm: Can you clarify how you can relate the no resource allocation to the uplink coverage? Not treating the UE request is still a eNB scheduling decision?

· CATT: We agree that the eNB has a right not to scheduling the UE. But the UE will carry the time stamp to the eNB, so the the eNB can distinguish the scenarios, cease the scheduling or failing to receiving D-SR.
· DOCOMO: We have similar comments as with Qualcomm, and have doubts on the usefulness of this measurement.
	CATT
	
	Qualcomm, DOCOMO


[CATT] has two proposals for merging some similar DL control channel measurements above as follows (Clarification; this is for simplifications of the description in the TR):

1. Merging into one measurement: 

· DL common channels failures (Merge 3, 6, 7, 8, 9, 16 above)
Or
2. Merging into two measurements:

· Paging channels failures (Merge 6, 7, 9 above)
· Broadcasting channels failures (Merge 3, 8, 16, 9 above).
2.2. Measurement reporting

[Corresponding to the section 6.2 of the TR36.805]
The discussions in the study item so far are focused on the measurement logging triggers. As indicated in the following requirement in [1], measurement reporting configuration should include a distinct set of triggers from the triggers for measurement logging. 

Measurement logs usually consist of multiple events and measurements taken over time. A real time reporting of a measurement log at every measurement logging trigger is not necessary. The time interval for measurement collection and reporting shall be separately configurable…
Purely for the purpose of collecting measurement logs from the UEs participating the logging, something like one reporting per day per UE seems reasonable. However some constraints in the UE (e.g. memory size) could lead to the need of more frequent reporting. [Need to be confirmed in the email discussion.]
[3] discussed possible triggers for the measurement reporting, which are used as the starting point for the discussion below.
2.2.1. Absolute time based

It can be easily envisioned that operators would like to have the UEs upload the collected measurement logs in off peak hours. This is to limit adverse impacts to the network capacity and to utilize spare radio resource that is available in off peak hours. Reporting trigger based on absolute time (e.g. at 3AM every day) can address this requirement.

2.2.2. On demand

The operator may want to have full control over when the UE measurement logs are uploaded to the network entity. This requirement can be addressed by having an on-demand mechanism where the UE is asked to send the collected measurement logs with an explicit signalling.
2.2.3. Periodical timer based

Some measurements could create measurement logs of a large amount and frequent reporting may be more suitable for them. A periodic measurement logging can fall into this category. A reporting trigger based on a periodical timer enables the trade-off between the reporting frequency and the UE memory requirement. 
2.2.4. UE memory usage based

The operator would not know how many logs will be taken by the UE, especially for those measurement logs related to particular failure events. Undesirable UE discarding of measurement logs can be avoided if the operator can configure the reporting triggered when the UE memory is constrained. A threshold with respect to the UE memory usage can be used to trigger a measurement log reporting.

2.2.5. UE leaves logging campaign

The UE may be leaving the logging campaign for various reasons (battery power constraints, user preference). When this happens, it would be desirable to take advantage of the collected logs, rather than discarding them. A measurement log reporting can be triggered when the UE leaves the logging campaign.

2.2.6. Location based

Another way of mitigating the capacity impact is to let the UE send a report in an area where the capacity is of less concerns. In an early deployment of LTE, it can be expected that many logs are taken by the UE due to frequent triggers associated with failure events. The operator may want to avoid extensive measurement reporting in metropolitan areas where LTE is deployed and have the UE reporting in suburban areas. The location can be a group of cells or location registration areas.

2.2.7. Combined triggers

It should be possible to configure multiple reporting triggers, which results in a combined reporting policy. For example the “UE memory usage based” trigger can result in very infrequent measurement log reporting if the configured measurement logging trigger rarely happens. Combined with the “absolute time based” trigger for instance, the operator can configure the measurement reporting at anytime the UE memory usage is constrained while ensuring the minimum frequency of UE reporting.
Discussion:
[Huawei] think that for use-cases of troubleshooting, for localized problem detection, for non-frequent problems, it would be beneficial to also have an "immediate" reporting mode, i.e. where the UE reports as soon as there is data to report and the UE has the possibility to report.
	Reporting trigger
	Comments / discussions
	Support

	Absolute time based
	· DOCOMO: We think this type of reporting trigger is definitely needed so as to avoid creating traffic during busy hours.
	

	On demand
	· 
	

	Periodical timer based
	· 
	

	UE memory usage based
	· DOCOMO: We thought this type of reporting trigger could also be useful to avoid losing measurements which the user/UE collected.
	

	UE leaves logging campaign
	· 
	

	Location based
	· 
	

	Combined triggers
	· 
	

	Immediate
	· 
	


2.3. Impact analysis

[Corresponding to the section 7 of the TR36.805; Identified impacts are discussed.]
Discussion:

[Qualcomm] We would like to provide baseline impact analysis below.
MDT is not directly related to the services provided in the operator’s network that subscribers are paying for. It is therefore essential to keep the UE impacts at a reasonable level. The customers would not be happy if the battery is too much constrained or equipments become too expensive due to the implementation of MDT.

Also the main operations in the operator’s network should not be impacted too much due to the MDT function activated in the network.
1. UE power consumption
UE measurements:

All the physical layer measurements captures in TR36.805 v1.0.1 so far are based on the measurement results, events or information that the UE already has at the time logging triggers happen. Thus some of the information in the measurement logs are considered to be optional (e.g. measurement results for neighbour cells, location information).

This means that no additional taking of measurement by the UE is mandated, while any additional measurements are still allowed and are left to UE implementation.
User plane measurements like traffic volume and packet drop rate simply requires the counting of the related events and it is expected that the additional power consumption is negligible with respect to the normal procedures.
UE measurement reporting:

In contrast to the current RRC measurement subsystem, the measurement log reporting in MDT does not rely on the “real time” reporting. In the RRC measurements, explicit configuration is only given for the “reporting triggers”. This is because the measurements reported by the UE relate to immediate actions taken by the eNB (e.g. handover). 

In case of measurements for MDT, reporting triggers are independent from the measurement logging trigger. The reporting trigger configuration takes into account the balance among the validity of the measurement logs in time scope (i.e. measurement logs from a year ago would not be beneficial), signalling load in the system, UE memory constraints and the UE power consumption.

The operator can choose an appropriate reporting trigger so that the reporting frequency is kept low (e.g. once a day). 

2. UE memory impact

The independent logging triggers and reporting triggers suggest that the UE is required to store the measurement logs that it has taken over time, until those logs get reported to the network. The UE has to be equipped with storage that can accommodate measurement logs even when the measurement reporting configuration results in infrequent reporting.

The most memory consuming are those associated with periodic measurement logging triggers. Measurement logs related to failure events are considered to be less memory demanding.

The following is an example of the parameters for the “Periodical downlink pilot measurements” in TR36.805 v1.0.1 with the addition of user plane measurements. Note that some of the parameters are E-UTRA specific, but the number of encoded bits is the same thanks to the following correspondence, PCI = PSC (9 bits), RSRP = CPICH RSCP (7 bits), RSRQ = CPICH Ec/No (6 bits).

	Parameters
	Size

	Location information (Latitude / Longitude / Altitude) as per TS23.032 [2]
	63 bits

	Time information (Month / Day / hour / Minute / Second ) as per TS23.008 [3] and 23.040 [4]
	40 bits

	CGI of the serving cell (PLMN-id + Cell-id)
	52 bits

	PCI of neighbour cells (x 32)
	288 bits

	Radio environment measurement (RSRP / RSRQ) for serving cell + neighbour cells (x32)
	429 bits

	User plane measurements
· max bit-rate: 300 Mbps; PDCP SDU size: 1500 bytes; logging period: 2s; 50000 SDU / s  => 16 bit

· 16 x 4 (UL volume, DL volume, UL drop, DL drop)
=> 64 bit
	64 bits

	Total number of bits per log
	936 bits

	Total size of logs collected every 2 seconds for 24 hours
	Around 5.0 Mbytes


The total size of measurement logs, 5.0 Mbytes is almost equal to a 5 minute song in a MP3 encoding (128kbps). It seems reasonable to assume that the user can share a memory area equivalent to a few songs (e.g. 15 Mbytes) for MDT purposes, given the today’s trend that mobile phones that have user-accessible storage in the order of a few hundred Mbytes and Giga byte order memory cards (such as Micro SD) are widely available.

It should also be noted that the parameter values assumed above are quite aggressive values. A differential coding is not used for the “time information”. It is assumed that the UE always sees 32 neighbour cells.  

3. System impact

When it comes to system impact, the following items are the main concerns.

· Impact on measurement performance (i.e. performance degradation)

· Impact on signalling load (due to measurement reporting)

 As already discussed in the above, the UE does not have to take additional measurements for the MDT purposes and thus there will be no performance degradation in the measurement performances. If the UE is to proactively provide additional measurements, they should be carried out in standards-compliant manners.

The operator can configure the UE in such ways that measurement reporting for MDT occurs infrequently. The memory impact analysis above shows a reporting frequency something like once a day is feasible.
From the analysis given in this document, we have not identified any critical impact that MDT may cause. It has also been shown that there is no impact subject to analysis by other working groups than RAN2.

[Nokia] (On power consumption) I do not completely understand how can you say that making and reporting of MDT reports could have zero impact or then we just have a bit different understanding what the proposed measurements are. But anyway it seems that we agree on many things as well e.g. statement "All the measurements captures in TR36.805 v1.0.1 so far are based on the measurement results, events or information that the UE already has at the time logging triggers happen" - so this seems to indicate that no new measurements are requested i.e. no changes in the measurement performance requirements due to possible MDT measurements requested by NW. But then you mention about optional measurements (e.g. location) that could be requested by NW - We think that it should be noted that those could have extremely severe battery consumption effects.

[Qualcomm] As you correctly pointed out, the availability of location information depends on the UE implementation and/or capability. It is completely allowed for a UE implementation to not provide location information at all (but probably the operator may not ask this UE / vendor to participate in the logging campaign). A smart implementation could do e.g. GPS for the measurement logging that is related to infrequent events, in which case I do not agree that it is “extremely severe”. Also the mobile could be in a car and plugged into the power, then have more incentive to provide the location info.
[Noakia] (On UE reporting) You seem to assume that measurements are logged for very long time before they are reported to the NW. I wonder why this is required, wouldn't it be more beneficial for NW to get knowledge of possible coverage hole as soon as possible and delaying the measurement report unnecessarily. Thus wouldn't it be more beneficial to just whenever the measurement is performed to send report to the NW and not collect them in the UE unnecessarily - this way the problems are identified in the NW as soon as possible.
The approach: "immediate" reporting mode was also in my memory proposed by Huawei and due to this the decision on reporting triggers is still open. So we are uncertain if the proposed text on Measurement Reporting will be appropriate. 

[T-it] The main approach behind the use cases described in the TR relies on the deferred reporting.
This is because the actions are taken by the operator after a given number of logs from different UEs is collected.
For this reason, in most of the cases there is no need to immediately report to the network, while reporting as soon as the log is performed may be detrimental in terms of signalling e.g. for logs collected in idle mode.
We are not against allowing also immediate reporting if this is deemed beneficial in specific cases, but this should not be considered the reference case for the designed solution.

[Qualcomm] We agree with Telecom Italia.
We were actually surprised by this comment. Please note that the logging is done also in idle mode. Each immediate reporting results in a RRC connection establishment in this case. Even in connected mode, you could configure the periodical measurement log for which you want to avoid reporting every time a log is taken.
The intention of the proposals is to allow operators to control the frequency of reporting and the immediate reporting can be part of it if operators request it. I do not understand what is wrong with this. 

[Nokia] (On UE memory impact) See comment on power consumption above - If one does perform measurement reporting whenever the problem has occurred and the UE has logged the measurement, wouldn't it be beneficial to report the measurement immediately. I would assume that there are no problem in the NW all the time and it would be quite weird to collect some measurements unless there are real problems? If this kind of approach of reporting the "incident" immediately is done also the memory impact to UEs is kept to very reasonable limits? And if you consider also power consumption e.g. if GPS is utilized it seems quite unreasonable to turn it on/off whenever the location information would not have any significant use. 
[T-it] As explained above, the main assumption from the agreed use cases is that the logs are collected and sent at different points in time.
Only if the impact analysis shows that there are some limitations due to UE memory, we can take them into account in the specification phase, in order to define a flexible and efficient reporting or to put a limit to the number of logs that can be collected at the same time.
[Qualcomm] Again, the intention is to allow more flexibility in reporting frequency. My understanding is that today the operators do manual drive tests even if there is no particular problem in the network (e.g. when the network configuration has been changed). That’s way we have the “periodical” logging in the TR.
[T-it] Proposed changes to the text highlighted in green
[T-it] We support the introduction of the above sections in TR 36.805 sect. 7.
2.4. Other

[Other improvements for the TR36.805]
2.4.1. Basic model

[3] proposed to clarify the basic model of MDT in TR36805.
The model implied by the requirements in [1] is quite different from how the existing RRC measurement subsystem works. In the RRC measurements, explicit configuration is only given for the “reporting triggers”, and measurement triggers are internal to the UE and are only implied by the performance requirements. The intention behind those is that the reporting criteria are corresponding to the triggers for immediate actions taken by the eNB (e.g. handover). 

In case of measurements for MDT, on the other hand, triggers for measurement logging correspond to events at which a measurement log should be taken by the UE and are not directly related to an immediate action of the serving eNB. Reporting triggers are necessary to limit impacts to the normal RRM behaviours and the frequency of the reporting should be kept low. It is also important to recognize that some of measurement logs are taken in situations where a resource for immediate reporting is not available (e.g. out of service after a failure event, in idle mode).

The reporting triggers shall be based on the aforementioned “delayed reporting” concept, as already captured in the requirements. The following principles can be deduced from the discussions in RAN2 so far and the above analysis.

· The UE has its capability for measurement logging and reporting. The UE capability is made known to the network entity enforcing the policy and requirement for measurements for minimization of drive tests.

· The network entity provides measurement logging configuration (triggers and log contents) and reporting configuration (triggers), taking into account the UE capability

· The measurement logging function in the UE performs measurement logging according to the logging configuration, with certain constraints on measurement availability
· The measurement reporting function in the UE performs reporting of collected logs according to the reporting configuration 

The following figure provides a basic diagram for the above basic model.
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Figure-1: Basic model of measurements for MDT

Discussion:

[Huawei] think that the eNB should be invovled in the MDT measurement flow. Thus we cannot agree to the proposed subclause 2.4.1, see also attachment 2 for a complementary view. For this chapter I guess there could be two ways forward: either both approaches are described or the chapter is not included at all (don't have a strong preference). 
[Qualcomm] actually I did not mean to imply any particular architecture with this proposal. I just wanted to indicate interactions between the UE and “some entity” in the network side, which could be an eNB or a server or both. So I am open to any modification that you may have as long as it does not talk about any particular architecture(s).
[Nokia] In our opinion, before having transport mechanism defined even more general description should be kept (I.e. Basic model/principles already covered by TR in the section 6) .Therefore we also would suggest that it is a good form if the chapter in the current shape is not included at this stage. There could be a slight difference depending on what "Network Entity" is.
[T-it] We would prefer to have a more detailed reference model that could help to understand the concept, especially to evaluate the impact on the UE and the feasibility.
Of course the description can be improved if the current one does not accommodate the functional model related to different transport mechanisms.
[Qualcomm] Can you explain what particular transport mechanism is inferred from which description? I am happy to correct it. 
2.4.2. Use case

[4] proposed to capture the following use case in TR36.805.
QoS verification: 

One of the objectives of the network performance analysis is the verification of the quality of service (e.g. user throughput).  This also allows detecting critical conditions and determining the need to change the network configuration, parameter settings or capacity extension.
In the initial deployment of a new radio access technology, the main objective for an operator is to assess the quality of service experienced by the end user, in order to check if it is in line with the performance target defined in the planning strategy and more in general to test the overall performance of the technology along the subsequent deployment phases.

Traditionally the first step is to verify the coverage, possibly also in indoor [5] and the reliability of the mobility procedures (e.g. railways and highways). However since the introduction of HSPA, the verification of the quality of service in a way that allows to correlate with the user experience, e.g. in terms of user throughput has become an important KPI, also in the first phase of the network deployment. This will be even more important for LTE where the mix of different type of service classes scheduled on the same radio resources will happen very soon.

As the reasons for an unexpectedly low QoS may be different, e.g. coverage, load or user mobility, only looking at the cell level statistics is not an effective way to understand the origin of the problem and take the proper actions (e.g. whether to increase the coverage, the capacity or to change the RRM settings). Moreover the problem may be localized in the cell due to particular propagation conditions or uneven traffic distribution.

The verification of the QoS is a crucial task of the current drive test campaigns; moreover, in order to provide a reliable statistical analysis of this kind of performance, extensive drive test should be performed with huge costs for the operator.

The possibility to periodically collect such measurements, even if for short periods and on a limited number of UEs, would be more cost effective and more reliable from the statistical point of view. Moreover, as for other use cases [5], the possibility to collect the measurements by the UE increases the “coverage” of the analysis, as it is possible in inaccessible areas or in indoor, that is where a considerable portion of the traffic is generated.
Discussion:

[Huawei] Although many QoS measurements can be obtained from the eNB protocol stack, we  agree  it is beneficial to have UE support for a few high-level QoS measurements, because in many cases the most interesting areas to monitor are cell border areas where frequent handover occurs, and it is difficult to get the full picture wrt user experience, based only on network measurements. Thus we'd like to express support to introduce this use case.
Support: T-it, Huawei, Qualcomm
Not support:
2.4.3. Measurements supporting UE location
The use cases and measurements for minimisation of drive tests are being studied and prepared in [1].  Various measurement logging scenarios are proposed to satisfy four use cases.  All of these scenarios include location information.  For maximum accuracy, the location should come from a Global Navigation Satellite System (GNSS) such as GPS.  However this solution has some limitations as follows.

1. GPS has poor availability indoors.  Also, the urban canyon effect can limit the visible constellation of satellites and adversely affect GPS accuracy.  In these cases, GPS cannot be relied upon to provide accurate location results.

2. Use of GPS increases power consumption in the UE.  If the GPS subsystem is not already active for other purposes, but location can be estimated to reasonable accuracy without activating it, then a power saving will be realised. 

3. Some UEs will lack a GPS subsystem.

4. Some users will be concerned about privacy and disable the GPS subsystem.

The UE must synchronise to the UL frame so that inter-symbol interference is avoided.  This synchronisation is achieved with the assistance of timing advance commands sent by the eNB.  Once the UE is synchronised, the round trip signal propagation time can then be estimated empirically by the UE, in the case of FDD, from the time offset between UL and the DL frames.  In the case of TDD, the apparent round trip time is equivalent to the time that the UE has been instructed to transmit the UL frame and the time it would transmit the UL frame if it were collocated with the eNB.  Figure 1 illustrates this in the case of FDD.


[image: image2]Figure 1: Illustration of variation in DL and UL frame offset for UEs close to and far from the eNB (FDD case).
The round trip time described above may be converted, using the speed of light, to an estimate of the distance of the UE from the eNB.  This constrains the location of the UE to a circle.  When coupled with measurements of signal strength (RSRP, etc) to various cells, the location may be further refined.  RSRP is already included in the measurements proposed in [1]. 
It is proposed to include round trip time in the TR [1] for all measurement logging scenarios that include location information.
Discussion:

[Qualcomm] I think the round trip time measurement is only applicable for LTE. I mean the WCDMA system is naturally more tolerant for timing shifts and thus UL-DL timing difference seen by the UE itself can not tell much.
But for LTE also, I would assume the eNB would have a certain receiving window which the eNB would like to align UL timing of the UEs within. The unit of timing advance control step size is already somewhat course (i.e. 16 x Ts). The receiving window of the eNB is larger than this, although I do not know how much. Have you considered this effect?
[Motorola] agree that the round-trip time measurement would only be applicable for LTE.
We have given some thought to the effect of quantization of the timing advance value. 16xTs corresponds to a distance of 156.25 meters, so the round-trip distance can be estimated to within +/- 78 m, and the one-way distance can be estimated to within +/- 39m. We believe at this resolution it does provide sufficient location information, especially in situations where GPS information is not available. 
[Qualcomm] My question was actually about the effect of the eNB reception window. Even though the resolution of timing advanced control is 16xTs, it does not mean that the eNB align the UL timing of the UE within 16xTs from its DL timing. It is even possible to have an offset between UL and DL timing in the eNB side and the offset can not be seen by the UE. In this case the TA value indeed does not tell the RTT (effectively the same thing as WCDMA).
I talked with our RAN4 colleagues and it seems there is no eNB requirement as to how it should align the UL timing of the UEs. Of course the eNB would have to consider the CP duration, but other than that it is left to eNB implementation.
[Motorola] I talked to our internal experts on this, and they told me that PUCCH decoding is very sensitive to timing errors. So any reasonable implementation should try to keep the timing error across users to within 0.5 us (16Ts) to 1 us. Moreover, even if eNB implementations are different, the operator can always obtain information on the specifics of the implementation and information on how to convert the round-trip estimate to a distance estimate and the confidence interval on that estimate. 
I also gathered that there typically shouldn't be an offset between the UL and DL timing at the eNB. Even if there is, what is needed is a calibration exercise where UEs' round-trip time estimates are calibrated with their GPS location information (from UEs that reports both of these). Thus this offset can be removed from the round-trip time estimates of other UEs that only report round-trip estimates.
[Qualcomm] First of all, I would assume it is very difficult to align the UL timing of UEs within 16xTs with the control step of the same size.
I do not think the question is really if the operator is aware of the implementation of eNBs. The question is if we can assume the TA information can provide sufficient level of accuracy for UE location when real eNB implementations in the field are considered. Looking at your reply, I understood you agreed that this is not guaranteed.
So I have to say Qaulcomm is not convinced this information is beneficial.
3. Conclusion

The email discussion rapporteur proposes the following ways forward.
Proposal 1:
Measurement logs
It is proposed to capture the following measurement logs in TR36.805.

· RRC connection re-establishment/Cell Update after Radio Link Failure (#1)

· Data Radio Bearer establishment (#5)

· DL common channel failures (#7, #8, #9, #16)

Proposal 2:
Measurement reporting
No technical concern was raised in the email discussion. It is proposed to capture all the proposed reporting criteria in the TR as feasible. It is also proposed to indicate, e.g.  in a note, that it is for further discussion in the work item phase to limit the number of reporting criteria only to essential ones
Proposal 3:
Impact analysis
It is proposed to confirm if the concerns raised were addressed by the comments provided further.
Proposal 4:
Basic model for MDT
It should be made clear what part of the text in section 2.4.1 in this document suggests a specific architecture or transport mechanism. A note saying “the figure shows a logical entity in the network and does not represent a specific network node(s)” could be added.
Proposal 5:
New use case
It is proposed that the “QoS verification” use case be added to TR36.805.
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Annex A
1. RRC connection re-establishment/Cell Update after Radio Link Failure
Description:

Details on the RRC connection re-establishment/Cell Update and radio environment measurements, such as CPICH RSCP, CPICH Ec/No, RSRP, and RSRQ (connected mode only) are logged when the corresponding procedure is triggered after radio link failure.

Benefits:

This measurement log corresponds to the use case “Mobility optimization”.

“Connection re-establishment” event is one of the most critical measures for evaluating mobility robustness in the system. Detailed information about RRC connection re-establishment/Cell Update procedure shall be collected in order for the operator to analyse the characteristics of the event. DL radio environment measurements, such as CPICH RSCP, CPICH Ec/No, RSRPand RSRQ (connected mode only), are also necessary in order to understand the radio environment at which the RRC connection re-establishment/Cell Update is triggered. Collecting such information will help operators in fine-tuning handover related parameters (e.g. measurement event threshold) and radio link failure detection parameters (e.g. timers, counters).
The network can be aware of the occurrence of connection re-establishment//cell update after Radio Link Failure (RLF), only when it sees connection re-establishment attempt /cell update after RLF from the UE. But there are cases where any connection re-establishment attempt /cell update after RLF from the UE was not detected by the network (RRC connection re-establishment failure).

Existing RRM measurements mainly rely on the event triggered measurement reporting. The network thus can not know the radio environment experienced by the UE preceding the RRC connection re-establishment/Cell Update initiation. Also there are a number of restrictions.
· There is no accompanying location information. Even though the operator can in some cases identify the occurrence of RRC connection re-establishment/Cell Update procedure, operators would still need to perform drive tests to figure out the problematic area.
· The existing RRM mechanisms only allow for measurements to be reported when the UE has RRC connection with the particular cell, and there is sufficient UL coverage to transport the MEASUREMENT REPORT. This will restrict measurements to be collected from UEs not experiencing RLF and experiencing sufficient UL coverage.
Detailed measurement info:
	Trigger type: RRC connection re-establishment/Cell Update after Radio Link Failure
Triggered when a RRC connection re-establishment procedure occurs.

	Configuration parameter(s):
· Measurement logging interval

· Measurement logging window

	Measurement
	Definition
	Remarks

	Cause (initiation)
	· Cause of connection re-establishment procedure initiation
	E.g. ‘RLF’, ‘Reconfig failure’

	Cause (failure)
	· Cause of connection re-establishment failure (if applicable)
	E.g. ‘No suitable cell found’, ‘Timer expiry’

	Location
	· Location at which concerned trigger took place

· Location at which concerned measurements took place
	

	Time stamp
	· Time at which concerned trigger took place

· Time at which concerned measurements took place
	

	Cell Identification
	· CGI of the cell at which connection re-establishment procedure is initiated

· CGI of the cell at which connection re-establishment failure is experienced (if available)
· PCI/PSC of other cells for which measurement is logged
	Availability of CGI for HSPA is FFS

	Radio environment measurement
	· Cell measurements that are available at the occurrence of the trigger
· Cell measurements that are available during a certain period before and after the occurrence of concerned trigger
	


2. Uplink RRC message delivery failure

Description:
Uplink RRC signalling messages (especially Measurement Report) delivery failures are very critical events in network operation, which is one of the main contributors to radio link failure and call drop.  Whereas these failure cannot be got known by network without report from UEs. 
Benefits:

In the real network, the delivery failure of Uplink RRC messages could happen in two cases, 
a) The UL or DL coverage is not optimal, UEs at border of cells cannot succeed to send the message to serving eNB due to deteriorating radio condition and limited transmission power, or 

b) Handover parameters are not set properly leading that either UEs trigger the measurement report too late and radio links of source cells have turned to be very poor at the delivery time, or UEs trigger handover too early and the radio links of target cells haven’t been good enough to transmission of handover complete messages. 
For the scenario a), the problem points to link budget, i.e. UL and DL coverage not matching. To address such problems, UE’s power headroom reports might be useful, if they can reach network. However, there is no location within the reports, which restricts the benefits got from such information. On the contrary, for scenario b), UE’s PHR has no use since the failures are caused by improper handover parameters setting rather than UL coverage. Even when UL and DL coverage are optimal (matching), the handover too late or too early with UL signalling messages failure still could occur. 

Corresponding to the log, some measurements data also needed to be logged, including the serving cell’s RSRP at the occurrence of failure, the original message, e.g. Measurement Report, which contains both the source and target cell’s RSRP/RSRQ at the triggering time etc. By use of these measurement data, operators can evaluate whether the report criteria is set too stringent leading to the report triggered very late and miss the right time or the criteria too loose that UE is hurry to handover while the target cell is not good enough. Once the problems are identified, operators can determine what the root cause is and which parameters to be adjusted and optimised.
Traditionally, such failure event and concerned measurement can only be got via drive test, i.e. test terminal recorded every message delivery failure, the time and the location of occurrence, storing the content of failed uplink message. If such log and measurement could be reported by normal UE receiving service in mobile network, then the work of drive test could be reduced.

Detailed measurement info:

	Trigger type:  Uplink Message Delivery Failure
Triggered when an Uplink RRC signalling message failed to be delivered .

	Configuration parameter(s):
·  N/A


	Measurement
	Definition
	Remarks

	
	· 
	

	Location
	· Location at which concerned trigger took place

· Location at which concerned message was generated
	

	Time stamp
	· Time at which concerned trigger took place

· Time at which concerned uplink message was generated
	

	Original Message 
	· The original message which failed to be delivered.
	The bitstring content of the original messages.

	Cell Identification
	· CGI/PCI of the cell at which the concerned trigger took place
	

	Radio environment measurement
	· Cell measurements (RSRP/RSRQ) that are available at the occurrence of the trigger
	


3. BCH failure
Description:
Although UE detects the Synchronization Signal of a certain cell and get DL synchronization successfully, as it can not read System information, therefore, it still can not camp on this cell successfully. At this time, UE loges this failure information, including this cell’s Phy ID, frequency and location (if available), etc. 

Usage: 

BCH coverage is one important issue in Coverage and Capacity Optimization(CCO). If no BCH coverage, UE can not read System Information successfully and therefore can not camp on this cell successfully. In the most degree, BCH coverage ascertains the whole cell’s coverage. While, network has no idea to know whether or where UE read BCH failure and only UE can get know that. UE can log this information to report to the network. By collecting a certain of this information from different UE, network can diagnose the problems of BCH coverage, which will be a important issue in CCO use case.

Benefits:

In the traditional network optimization phase, the problems of BCH coverage, e.g. the bad BCH coverage and the location of this problem were diagnosed by drive test. Using the measurement by UE log, this drive test effort will be saved. 

Detailed measurement info:
	Trigger type:  BCH failure
Triggered when UE get DL synchronization successfully and then read System information failure

	Configuration parameter(s):
N/A

	Measurement
	Definition
	Remarks

	Cell Identification
	· Phy Id of the Serving/current cell
· Frequency information of  the Serving/current cell
	

	Location
	· Location at which BCH failure happens 
	

	Time stamp
	· Time at which BCH failure happens
	

	Radio environment measurement
	· Cell measurements (RSRP/RSRQ) when BCH failure happens
	


4. Serving Cell becomes better than a threshold1 and neighbour Cell better than a threshold2

Description:
When the serving cell becomes better than a threshold1 and neighbour cell better than threshold2 simultaneously, UE log the RS measurement result (RSRP or RSRQ) of the serving cell and the neighbour cell and other assistant information (location, timestamp,etc.)

Usage:
This is no this kind of event among current A1,A2,A3,A4,A5,B1 and B2,  therefore, network has no idea to know whether and where this happens. And this measurement information is used to diagnose the RS pollution.

Benefits:
In the traditional network optimization phase, the problems of pilot pollution were found by large number of drive test. RS pollution, similar with pilot pollution, is expected to be solved using this information by UE log to save most of drive test effort.

Detailed measurement info:
	Trigger type:  
When the serving cell becomes better than a threshold1 and neighbour cell better than threshold2 simultaneously

	Configuration parameter(s):
N/A

	Measurement
	Definition
	Remarks

	Serving and neighbour’s RS measurement result
	· RSRP(RSRQ) of the serving cell
· RSRP(RSRQ) of the neighbour cell
	

	Cell Identification
	· CGI of the serving / current cell at which concerned trigger took place
· PCI/PSC of other cells for which measurement is logged
	

	Location
	· Location at which this event happens 
	

	Time stamp
	· Time at which this event happens
	


5. Data Radio Bearer establishment
Information related to the amount and the location of user generated traffic as well as throughput achieved for different Data Radio Bearer are used to check the network dimensioning also with specific regard to the delivered QoS.

[Use cases: Capacity optimisation]
Description:
When one or more DRBs are established, the UE starts logging data traffic volume in UL and DL and information related to the user plane performance, together with location information and radio measurements.

Usage:
The collected information are plotted in order to detect areas in the cell or between cells where critical amount of traffic is concentrated (hot spot) and to estimate the local performance for services related to a specific DRB/QCI, also in relation to the local radio conditions.
Benefits:
Detecting localised areas of the network where the performance are unsatisfactory may trigger replanning actions and/or network parameter tuning. 
Detailed measurement info:
	Trigger type: Periodical event triggered
Triggered when one ore more DRBs are configured

	Configuration parameter(s):
· Periodic timer (T) (seconds)

	Measurement
	Definition
	Remarks

	Location info
	· Location at which concerned trigger took place
	

	Time info
	· Time at which concerned trigger took place
	

	Cell Identification
	· CGI of the serving / current cell at which concerned trigger took place
· PCI/PSC of other cells for which measurement is logged
	

	Radio environment measurement
	· Cell measurements that are available at the trigger
	

	User plane measurements
	· UL / DL data volume per DRB in the period

· UL / DL packet loss rate per DRB in the period

	definition of packet loss rate could be as in 36.314


6. Paging Channel Decode Error (PDCCH error)
Description:

Details of the radio environment, location, time and cell identity are logged at the point when the UE fails to read the Paging Channel  for X1 consecutive times (configurable by the operator)  when UE wakes up at its paging occasion because if failed to decode the PDCCH. 
Benefits:

This measurement log corresponds to the use case “parameterization of common channels’ 
The ability to reach the UE in Idle mode depends on the UE being able to successfully decode the Paging Channel (PCH). In order to decode the PCH, UE first has to acquire the PDCCH i.e. identify the P-RNTI and associated resources for the PCH.  Inability to decode the PDCCH might be due to incorrect parameter setting e.g. transmit power.  Hence, recording of such an event will help operators identify the location/cell/time where such failure occurs and hence take actions to reduce the failure e.g. fine tuning of parameters like transmit power.  

The network (MME) knows that the paging message was not received if it does not get a NAS response within a certain time. However, the lack of paging response is not always due to some problems on the radio interface. It might be that the UE is simply switched off. Hence, the operator cannot rely on the absence of a paging response to identify problems with paging. Instead, the UE has to identify where it is experiencing problems with the PDCCH which will prevent it from receiving the paging channel (even though there might not be a paging message for the UE at the time when the problem occurs). 
Detailed measurement info:
	Trigger type:
 UE cannot decode PDCCH consecutively for X1 times when it wakes up at its paging occasion.



	Configuration parameter(s):
· X1 (Number of consecutive PDCCH decoding failure at paging occasion to trigger event which can be set according to operator policy)

	Measurement
	Definition
	Remarks

	Location
	· Location at which first PDCCH decoding failure occurred and X1th PDCCH decoding failure occurred
	Since paging DRX can be relatively long, it is important to log the location of each failure.

	Time stamp
	· Time at which X1th PDCCH decoding failure occurred 
	Since paging DRX cycle is known, the time at which first PDCCH decoding failure (for paging ) occurred can be easily deduced 

	Cell Identification
	- CGI of cell where PDCCH decoding failure for paging occurred
	

	Radio environment measurement
	- Average RSRP and RSRQ over time from first PDCCH failure to X1th PDCCH failure. 
	


7. Paging Channel Decode Error (PCH error)
Description:

Details of the radio environment, location, time and cell identity are logged at the point when the UE fails to read the Paging Channel  for X2 consecutive times (configurable by the operator)  when UE wakes up at its paging occasion even though it managed to successfully decode the PDCCH at each paging occasion. 
Benefits:

This measurement log corresponds to the use case “parameterization of common channels’ 
The ability to reach the UE in Idle mode depends on the UE being able to successfully decode the Paging Channel (PCH). Even if UE has successfully decoded the PDCCH at its paging occasion, it does not necessarily imply that it will be successful in decoding the PCH based on the allocated resources on PDCCH.  Inability to decode the PCH might be due to incorrect parameter setting.  Hence, recording of such an event will help operators identify the location/cell/time where such failure occurs and hence take actions to reduce the failure e.g. fine tuning of parameters for the PCH. 
The PCCH makes use of the RLC TM mode and hence the eNB is not aware whether the paging message was correctly received or not. Thus, UE is in a better position to identify the event when UE cannot acquire the PCCH. 
Detailed measurement info:
	Trigger type:
 UE fails to decode PCH consecutively for X2 times even though it managed to decode the PDCCH at its paging occasion 



	Configuration parameter(s):
· Number of consecutive PCH decoding failures at paging occasions where PDCCH was correctly decoded)  to trigger event (X2)

	Measurement
	Definition
	Remarks

	Location
	· Location at which first PCH decoding failure occurred and X2th PCH decoding failure occurred at paging occasion.
	Since paging DRX can be relatively long, it is important to log the location of each failure. 

	Time stamp
	· Time at which X2th PCH decoding failure occurred 
	Since paging DRX cycle is known, the time at which first PCH decoding failure occurred can be easily deduced 

	Cell Identification
	CGI (s) of cell (s) where PCH decoding failure for paging occurred
	

	Radio environment measurement
	· Average RSRP and RSRQ over time from first PCH decoding failure to X2th PCH decoding failure. 
	


8. P-BCH Decode Error 
Description:

Details of the radio environment, location, time and cell identity are logged at the point when the UE fails to read the P-BCH for X3 consecutive times (configurable by the operator) after UE selects/reselects to a cell. 
Benefits:

This measurement log corresponds to the use case “parameterization of common channels’ 
Idle mode accessibility is an important measure of the network ‘quality’ and  can be easily noticed by the user. It is thus important that UEs performing cell selection/reselection can camp on the selected cell.  A UE can only be considered to have access to a cell if it can read the relevant system information. However, UE needs to acquire the P-BCH before it can read other system information.

Since the P-BCH is a broadcast channel, there is no way for eNB to know whether all UEs that have reselected to the cell (because they cannot find better coverage) can actually read the P-BCH. Hence, it is vital that UEs log the event when they cannot decode the P-BCH after selecting/reselecting to a cell. 
Detailed measurement info:
	Trigger type:
 UE fails to decode P-BCH consecutively for X3 times after selecting/reselecting a cell for camping


	Configuration parameter(s):
· Maximum number of consecutive P-BCH receptions for successful decoding of P-BCH  before failure event is triggered (X3)

	Measurement
	Definition
	Remarks

	Location
	Location at which P-BCH decoding failure occurs
	It is necessary to only log the location when the event is actually triggered i.e. after X3 decoding attempts since P-BCH occurs every 10 ms and it is not expected that UE location has changed significantly in this time.

	Time stamp
	Time at which P-BCH decoding failure occurred 
	It is necessary to only log the time when the event is actually triggered i.e. after X3 decoding attempts since P-BCH occurs every 10 ms.

	Cell Identification
	PCI of cell where P-BCH decoding failure occurred
	It is assumed that UE stays in same cell for a period corresponding to X3 P-BCH transmissions. If cell reselection can occur before X3 attempts then P-BCH failure is declared at the point where UE reselects to another cell without having been successful in decoding the P-BCH of the current cell. In that case the PCI of current cell is recorded.

	Radio environment measurement
	· Average RSRP and RSRQ over time when P-BCH could not be decoded.
	


9. SIB1 Transmission on DL-SCH
Description:

Details of the radio environment, location, time and physical cell identity are logged at the point when the UE fails to decode the SIB1 for X4 consecutive times (configurable by the operator) after UE selects/reselects to a cell.  It is assumed that UE will be able to correctly decode all relevant SIBs if it is able to correctly decode SIB1. 

Benefits:

This measurement log corresponds to the use case “parameterization of common channels’ 
Idle mode accessibility is an important measure of the network ‘quality’ and can be easily noticed by the user. It is thus important that UEs performing cell selection/reselection can camp on the selected cell.  A UE can only be considered to have access to a cell if it has acquired SIB1 to read the ‘cell access related information’ and verified that it has access.  

Detailed measurement info:
	Trigger type:
UE fails to decode SIB1 after X4 consecutive attempts after camping on a cell even though PDCCH was correctly decoded.

	Configuration parameter(s):
· Number of consecutive unsuccessful SIB1 decoding attempts (even though PDCCH decoding was successful) before event is triggered (X4).

	Measurement
	Definition
	Remarks

	Location
	Location at which SIB1 decoding failure occurred
	It is necessary to only log the location when the event is actually triggered i.e. after X4 decoding attempts since SIB1 repetitions occur every 20 ms.

	Time stamp
	Time at which SIB1 decoding failure occurred 
	It is necessary to only log the time when the event is actually triggered i.e. after X4 decoding attempts since SIB1 repetitions occur every 20 ms.

	Cell Identification
	PCI of cell where P-BCH decoding failure occurred
	It is assumed that UE stays in same cell for a period corresponding to X4 SIB1 transmissions. If cell reselection can occur before X4 attempts then SIB1 decoding failure is declared at the point where UE reselect to another cell without having been successful in decoding the SIB1 of the current cell. In that case the PCI of current cell is recorded. 

	Radio environment measurement
	Average RSRP and RSRQ over time when SIB1 could not be decoded. 
	A moving average of RSRP/RSRQ over the last X4 SIB 1 receptions could be used.


10. Abnormal service
Description:

Idle mode UE in limited service state or out-of-service indicates time and location where UE is not normal camped. 
Benefits:

This measurement corresponds to the use case of “coverage optimization”. It will help to locate coverage hole of the network on a multi-layer / service level. 
Detailed measurement info:
	Trigger type: Abnormal service
Triggered when UE is not normal camped.

	Configuration parameter(s):
· N/A

	Measurement
	Definition
	Remarks

	Location
	· Location at which UE goes out of normal service.
	

	Cell Identification
	· Global Cell ID (incl PLMN id), RAT, Freq. of cells where UE camp in limited service state. 
	Not strictly needed. Could be useful to determine if coverage is needed at all or not. 

	Radio environment measurement
	· N/A
	

	Timestamp
	· Time when UE changes service state
	

	Time duration


	
	Not needed if timestamps are provided. 


11. Cell Search (Withdrawn)
The searching duration and failure cause could indicate whether there is problem of coverage or common channel issue. If UE can easily and quickly searching for a cell, it means the UE is in good coverage of the cell, otherwise UE will record failure times before successfully searching a cell and failure cause, e.g. can not synchronize with a cell or can’t detect the necessary info from the cell BCH. As UE can not get its location without cell’s assistance, UE may record position immediately after it searching out the right cell, which will help to locate the edge of the area where the failure is occurred.
Use case: Coverage optimization and common channel optimization

	Trigger type: Cell search failure
Triggered when UE attempts to synchronize to a cell or read P-BCH and this fails. 

	Configuration parameter(s):
· N/A

	Measurement
	Definition
	Remarks

	Cause
	· Cause of failure (failed synch attempt, failed P-BCH read attempt)
	Eg. UE can’t acquire synchronization; UE can’t decode BCH. 

	Location
	· Location of failure
	

	Cell Identification
	· Carrier Band/frequency/RAT, PCIs of cells if detected (only for P-BCH failure)
	

	Radio environment measurement
	· RSRP/RSRQ of cells if detected
	

	Time Stamp

	· Time stamp of failure
	


12. Camping on low priority cell
Description: 
UE performs the cell reselection to low priority cell due to not good enough signal strength. 
Benefits:
This measurement is beneficial for analysing the coverage of higher priority layer in a multi-layer network.
For Example, hot-spot coverage would typically be highest priority, and mobiles would thus be attracted to high-capacity hotspot cells. By recording quantities below when cell reselection occurs, the hot-spot coverage could be analysed..
Use case: Coverage optimization
Detailed measurement info:
	Trigger type: Camping on non-higest  priority cell
Triggered when UE reselect to low priority cell.

	Configuration parameter(s):
· N/A

	Measurement
	Definition
	Remarks

	Location
	· Location at which UE reselect to lower priority cell took place
	

	Cell Identification
	· PCI of the serving / current cell 
· Search information of the higher priority cells (frequency/RAT)
	

	Radio environment measurement
	· RSRP/RSRQ of camp cell
	

	Priority
	· Cell reselection priority of camp cell
· Cell reselection priority of higher priority cells
	

	Time duration


	· Time duration not camping on higher priority cell
	


13. UL data loss and latency
Description:

Details on lost SDUs, lost bytes of throughput, latency, location and radio environment measurements, such as CPICH RSCP, CPICH Ec/No, RSRP, and RSRQ (connected mode only) are logged when excessive data loss or latency in the UL occurs.
[Use cases: Capacity optimisation]
Benefits:

This measurement log corresponds to the use case “capacity optimization”.  Data loss in the UL can occur at the UE for a variety of reasons, such as queue overflow, excessive latency, etc, and the RAN will not otherwise be aware of this.  The cause of data loss or latency can be congestion of radio resources or poor coverage leading to lost transmission attempts or low data bandwidth.

Detailed measurement info:
	Trigger type: UL data loss

Triggered when the rate of lost UL SDUs (number of lost UL SDUs/(total number of UL SDUs)) over the rate sampling period exceeds a threshold.  In addition, the total number of SDUs in the interval must exceed a threshold.

or

Triggered when the rate of lost UL throughput (number of lost UL payload bytes/(total number of UL payload bytes)) over the rate sampling period exceeds a threshold.  In addition, the total number of SDUs in the interval must exceed a threshold.

or

Triggered when the UL average latency over the rate sampling period exceeds a threshold.  In addition, the total number of SDUs in the interval must exceed a threshold.

	Configuration parameter(s):
· Threshold rate of lost UL SDUs (can be specified per QCI).

· Threshold rate of lost UL throughput (can be specified per QCI).

· Threshold for average latency (can be specified per QCI).

· Minimum SDU threshold

· Rate sampling period.

	Measurement
	Definition
	Remarks

	SDUs erased
	· UL PDCP SDUs erased in the interval leading up to the current time with length equal to the rate sampling period.
	Can be broken down by QCI class

	Total SDUs
	· Total number of UL PDCP SDUs, in the interval leading up to the current time with length equal to the rate sampling period.
	Can be broken down by QCI class

	SDU bytes erased
	· Aggregate size of UL PDCP SDUs, in bytes, erased in the interval leading up to the current time with length equal to the rate sampling period.
	Can be broken down by QCI class

	Total throughput
	· Aggregate size of UL PDCP SDUs, in bytes, in the interval leading up to the current time with length equal to the rate sampling period.
	Can be broken down by QCI class

	Average latency
	· Average time that UL SDUs spend in the queue until the time that the last piece is transmitted.  Only successfully transmitted SDUs are included.  Latencies are averaged over the interval leading up to the current time with length equal to the rate sampling period.
	Can be broken down by QCI class

	Location
	· Location at which concerned trigger took place
	

	Time stamp
	· Time at which concerned trigger took place
· Time at which concerned measurements took place
	

	Cell Identification
	· CGI of the serving / current cell at which concerned trigger took place
	Availability of CGI for HSPA is FFS

	UE transmit power info
	· UE transmit power.

· Required to discriminate poor capacity from the case of poor UL coverage.
	

	Radio environment measurement
	· Cell measurements that are available at the occurrence of the trigger
	


14. Handover Failure
Description:
If handover failure occurs, the UE logs time, location, and DL radio environment to indicate when, where, and how this event occurs. The handover failure could happen when, e.g.;

-
the serving cell coverage or target cell coverage is not optimal, or

- 
handover parameters are not set properly.

[Use case: Coverage optimization, Mobility optimization]
Benefits:
“Handover failure” event is one of the most critical measures for evaluating mobility robustness in the system and for coverage optimization. Detailed information at handover failure shall be collected in order for the operator to analyse the characteristics of the event. DL radio environment measurements, such as CPICH RSCP, CPICH Ec/No, RSRP and RSRQ, are also necessary in order to understand the radio environment at a handover failure. Collecting such information will help operators in fine-tuning of handover related parameters (e.g. UplinkPowerControl) to reduce the probability of handover failure.
Detailed measurement info:
	Trigger type: Handover Failure
· LTE: at T304 expiry
· UMTS: at T312 expiry 

	Configuration parameter(s):

· N/A

	Measurement
	Definition
	Remarks

	Location
	· Location at which handover failure took place
	

	Time stamp
	· Time at which handover failure took place
	

	Cell Identification
	· CGI of the serving / target cell at which handover failure took place
	Availability of CGI for HSPA is FFS

	Radio environment measurement
	· Cell measurements that are available at the occurrence of the trigger
	


15. Near PCI
Description:
PCI confusion may occur when cells of same PCI is located very closely in one geographical area. When source cell does not know that more than one cell of same PCI are near, handover preparation can be made to a wrong cell. 

Thus, to prevent possibility of PCI confusion, when a UE sees that different cells use same PCI, UE logs this information and report to network. 

More specifically, if a UE camps on a new cell, it compares the PCI of the new cell with PCIs of the cell where it camped on in previous Detection_Threshold second. If there are cells of same PCI in the past but if the cells have different CGIs than the new cell, the UE logs this event. 

Benefit:
This measurement log corresponds to the use case “Mobility optimization” or “Coverage optimization”.
This event log makes the network know whether there is area where PCI confusion may occur. If network knows that some cells with same PCI value are located close to each other, the network may reconfigure PCI of the cells. Or, if network knows that there are cells with same PCI, the network may perform handover preparation to all the cells of the PCI. This will reduce probability of handover failure in case that the UE moves to the unprepared cell.. 

Detailed measurement info:
	Trigger type: Near PCI
Triggered when different cells of same PCI are detected.

	Configuration parameter(s):
· Detection Threshold (time)

	Measurement
	Definition
	Remarks

	Cause (initiation)
	· Cause of connection re-establishment procedure initiation
	

	PCI
	· The PCI of possible confusion
	

	Location
	· Location at which reselection into/out of the reported cells took place
	

	Time stamp
	· Time at which concerned trigger took place

· Time at which reselection into/out of the reported cells took place
	

	Cell Identification
	· CGIs of the reported cells of the concerned PCI
	

	Radio environment measurement
	· Cell measurements that are available at the occurrence of the trigger
	


16. BCCH decode error (PCFICH/PDCCH)
Description:
Details of the radio environment, location, time and physical cell identity are logged at the point when the UE fails to find SI-RNTI of SIB1 in the subframe #5 of radio frames for which SFN is even after X consecutive attempts after camping on a cell.
Benefits:
This measurement log corresponds to the use case “parameterization of DL Physical control channels’ 
Physical downlink control channels is important for network, these channels need to be decoded before receiving physical share channels, are a basic foundation.
Detailed measurement info:
	Trigger type:
UE fails to find SI-RNTI of SIB1 in the subframe #5 of radio frames for which SFN is even after X consecutive attempts after camping on a cell. 

	Configuration parameter(s):
· Number of consecutive finding SI-RNTI of SIB1 attempts before event is triggered. 

	Measurement
	Definition
	Remarks

	Location
	· Location at which SI-RNTI of SIB1 finding failure occurred
	It is necessary to only log the location when the event is actually triggered i.e. after X finding attempts since SIB1 repetitions occur every 20 ms.

	Time stamp
	· Time at which SI-RNTI of SIB1 finding failure occurred 
	It is necessary to only log the time when the event is actually triggered i.e. after X finding attempts since SIB1 repetitions occur every 20 ms.

	Cell Identification
	-PCI
	It is assumed that UE stays in same cell for a period corresponding to X SI-RNTI of SIB1 transmissions. If cell reselection can occur before X attempts then SI-RNTI of SIB1 finding failure is declared at the point where UE reselect to another cell without having been successful in finding the SI-RNTI of SIB1of the current cell. In that case the CGI of current cell is recorded. 

	Radio environment measurement
	· Average RSRP and RSRQ over time when SI-RNTI of SIB1 could not be decoded. 
	A moving average of RSRP/RSRQ over the last X’ SI-RNTI of SIB1 receptions could be used.


17. D-SR transmission failure
Description:
Details of the location, time and physical cell identity are logged at the point when the UE does not receive scheduling for T period from the network after X consecutive D-SR transmissions.
Benefits:
Network can use the D-SR to optimize the uplink coverage in initial phase of network building up, and find abnormity of uplink coverage in mature phase. 
Detailed measurement info:
	Trigger type:
 UE does not receive scheduling for T period from the network after X consecutive D-SR transmissions. 

	Configuration parameter(s):
· Number of consecutive D-SR transmissions before event is triggered. 
· T period after the last one D-SR transmissions

	Measurement
	Definition
	Remarks

	Location
	· Location at which scheduling receiving failure occurred
	It is necessary to only log the location when the event is actually triggered i.e. after X D-SR transmission and failure to receive scheduling.

	Time stamp
	· Time at which scheduling receiving failure occurred 
	It is necessary to only log the time when the event is actually triggered i.e. after X D-SR transmission and failure to receive scheduling.

	Cell Identification
	- CGI  of cell where scheduling receiving failure occurred
	It is assumed that UE stays in same cell for a period corresponding to X D-SR transmissions. 
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