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1. Introduction

DL flow control was discussed in RAN2 during Release 8 development. At the end, even though almost half of the voting companies supported the idea, it was agreed not to be included in Release 8. However, we believe that DL flow control can provide great enhancement in Release 9 with minimal standard changes.

In this contribution, we discuss the need and benefits of DL flow control. We also propose a simple yet effective solution.
2. Discussion

2.1. Background

Today’s UEs support multimedia and many different applications can run concurrently (e.g., email, video, voice, web browsing, etc.). Each application demands certain amount of resources from the UE (e.g., processing power, buffers, battery power, etc.). The total amount of instantaneous resources varies dynamically over time.
To keep the cost of the UE reasonable, a UE is designed to handle the most common load conditions rather than the peak instantaneous resource requirement, which could be significantly larger than the common load. This potential large peak vs. average problem is similar to the concern raised in [1]. Note that peak instantaneous resource requirement by definition will include but not limited to resources needed simultaneously for receiving MBMS, transmitting at the peak UL rate, receiving at the peak DL rate, running processor intensive user applications, etc.
If a UE is not dimensioned to handle the peak resource requirement, it’s bound to run low in resources in some difficult scenarios. The following are some non-exhaustive examples:

· Laptop (or applications) cannot consume DL packets fast enough so the DL buffer in the UE keeps building up

· Application processor cannot consume DL packets from modem processor fast enough so the buffer between them keeps building up

· Any concurrent transmission and reception at peak rates such as receiving at DL peak rate while transmitting at UL peak rate

· Multiple user applications competing for resources (processing power, data bus bandwidth, available memory, battery power, etc.) in the UE

· Multiple modem processor functions running concurrently with higher priority than LTE data. Examples include: GPS, BT, WLAN, broad-/unicast [MBMS, FM, DVB-H, FLO], IRAT related functions. The number of such concurrency scenarios is expected to grow as more and more functions are added onto the modem processor.
What will happen if there is no flow control? The UE will start dropping packets that it cannot handle. The following is an example:
· UE load is increasing 
· eNB doesn’t know the UE condition. It keeps transmitting and retransmitting packets that will eventually be dropped at the UE. Radio resources will be wasted
· If UE load is more increasing, ACK response for end-to-end will be delayed and UE starts discarding DL packets that it cannot handle. 
· If the packets are dropped at the MAC layer at the UE, eNB will keep retransmitting those packets in RLC. Since retransmitted RLC packets are dropped as well at the UE, the eNB may conclude there is a problem in RLC and trigger an intra-eNB handover, which would create service interruptions
· TCP times out, TCP window collapses, and TCP slow start will occur
· Higher layer application may time-out while TCP is trying to recover
· User sees a very slow to dead radio link and big swing of throughput due to TCP congestion control (shown in simulation results in Annex A)
· Since these low resource events are random and sporadic and cannot be known a prior, and it takes time for TCP to react, user will experience very low average throughput and excessive delay of the packets
On the other hand, if we use flow control, the UE can inform the eNB about the condition. eNB could then modulate the DL traffic (e.g., non-GBR high rate traffic) properly to avoid TCP timeout, keep the traffic flowing smoothly but at a reduced rate, and allow time for TCP to adjust to the lowered rate gracefully. The capacity freed by serving one UE at a lower rate can be used to serve other UEs. 
As MAC flow control can decrease the fluctuation of the end-to-end RTT, the end results are to decrease the possibility of TCP timeout. No radio resource will be wasted and the user will see reduced but much smoother throughput.
DL flow control offers the following benefits:

· Better “good” throughput, since network allocates no more bandwidth to a UE than it can consume.
· Improved efficiency of the radio resource usage. Allows eNB to not send data to the UE that will end up being discarded by the UE. 

· Minimizes the fluctuation of RTT for end-to end flow and hence reduces the probability of TCP timeout. 
· Allows the UE to down-prioritize user data in favour of other UE functions which the network scheduler is not aware of Protecting the UE under overload scenarios
However, flow control should be designed with the following principles to avoid abuse:

· Flow control is to be activated only as needed

· Flow control is not a means for the UE to claim support of a data rate that it cannot sustain in reality. The intention is to inform the network of instantaneous and temporary resource starvation at the UE.
· GBR radio bearers should not be flow controlled. i.e., only best-effort type of radio bearers should be flow controlled where there is no guaranteed bit rate
Proposal 1: Agree that a DL flow control mechanism should be included in Release 9.

3. Potential Solution
To address the problem effectively, we need a fast flow control mechanism that reacts in the order of tens of ms to quickly communicate to the network that UE may not be able to absorb packets at a very high rate. So application layer flow control or RRC UE capability change are not suitable.

In [2], we summarised a few options with their pros and cons. We believe the MAC Control PDU solution is the best, cleanest, and most effective since it’s fast, has small overhead which is incurred only when flow control is used.
In this solution, the UE sends a MAC Flow Control PDU to indicate the maximum Transport Block (TB) size the UE can support as a fraction of the maximum TB size indicated in the UE capability. i.e., UE indicates a TB Size scaling factor e.g., 0.2, it means the UE can only support TB sizes no larger than (0.2 × maximum TB size it indicated in its UE capability). TB Size scaling factor 0 indicates that the UE cannot process traffic from non-GBR DRBs but could still process traffic from GBR DRBs and SRBs.
Proposed changes to the MAC specification are as follows:

Table 6.2.1-2 Values of LCID for UL-SCH

	Index
	LCID values

	00000
	CCCH

	00001-01010
	Identity of the logical channel

	01011-11000
	Reserved

	11001
	Flow Control Request

	11010
	Power Headroom Report

	11011
	C-RNTI

	11100
	Truncated BSR

	11101
	Short BSR

	11110
	Long BSR

	11111
	Padding
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Figure 6.1.3.7: Flow Control MAC control element
Values of TB_Size_Scaling_Factor

	Index
	TB Size Scaling Factor

	0000
	0

	0001
	0.1

	0010
	0.2

	0011
	0.3

	0100
	0.4

	0101
	0.5

	0110
	0.6

	0111
	0.7

	1000
	0.8

	1001
	0.9

	1010
	1.0

	1011-1111
	Reserved


The triggers for this MAC Control PDU are implementation dependent and not specified in the standard. When the eNB receives this PDU, it is up to the eNB to reduce the DL traffic, and from which logical channel(s). For instance, the eNB may choose to reduce the DL traffic of a best-effort type (non-GBR). This preserves the QoS model where eNB controls QoS of individual logical channel completely.
The advantages of this solution are:

· We only need to reserve an LCID value, define a new MAC Control Element in the standard (as shown below), and define the SR trigger for such Control Element.
· Since the eNB scheduler needs to decide on a TB size anyway, it’s only one more step to limit the TB size to whatever the UE reported so we don’t see much complexity in the eNB.
· Fine granularity of flow control since the UE could indicate data rate reduction needed in the MAC Control PDU. This is as opposed to an “On/Off” scheme where the traffic is not modulated but rather turned “On” and “Off” abruptly. We believe finer granularity of control will help improving TCP performance.
· UE only sends the MAC Control PDU when needed (minimal overhead).
· eNB has total control over which radio bearers to reduce the DL data rate (including but not limited to RLC-AM flows, RLC-UM flows, MBMS, etc.), QoS can be controlled completely by the eNB, just like today.
· eNB can reduce both RLC new transmissions and retransmissions
· Very little effort to standardise since most procedures will be in the eNB
Proposal 2: Include MAC Flow control as the DL flow control mechanism in Release 9.
4. Potential Concerns

There were a few potential concerns raised in RAN2 about flow control before. We try to address them in this section.

1)    UE may abuse such feature to claim a higher rate than it can actually support by activating flow control continuously: This concern can be addressed by adding proper test cases in RAN5. For example, during peak rate tests, flow control shall not be activated by the UE.
2)    UE may abuse such feature by sending the MAC Flow Control PDU too frequently: This can be addressed by adding a MAC Flow Control prohibit timer (say ~50ms), which is reset and triggered every time the UE sends a MAC Flow Control PDU to the eNB. When the timer is running, the UE is not allowed to send another MAC Flow Control PDU. This puts a limit on the frequency of the MAC Flow Control PDUs.
5. Conclusion

In this contribution, we discuss UE processing or resource challenge and the consequence of not having the ability to flow control the DL. We also discuss the benefits offered by DL flow control and propose a solution. We believe we should standardise a DL flow control mechanism in LTE Release 9.
Proposal 1: Agree that a DL flow control mechanism should be included in Release 9.

Proposal 2: Include MAC Flow control as the DL flow control mechanism in Release 9.
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7. Annex A Simulation Results
 A system simulation was used to evaluation the performance of flow control. The assumptions are listed in Table 1.

	System bandwidth
	10Mhz

	eNB layout
	1 UE per sector, 21 sectors

	Channel
	Pedestrian Channel 3km/hr

	TCP Window Size
	160 * 1500 bytes

	RLC T_reordering
	50ms

	User application
	FTP

	TCP implementation
	Reno


Table 1 Simulation Assumptions

Various performance metrics are shown with and without flow control for easy comparison. A 200ms congestion happens starting at time 1.0 second. It is assumed that during congestion, the UE can only process 20% of the throughput level prior to congestion. Therefore, without flow control, the UE will drop 20% of the packets and with flow control, the eNB will send only 20% of the packets to the UE and queue up the rest (80%) at the eNB during that 200ms congestion.

Figure 1 shows TCP throughput vs time. It shows that without flow control, TCP times out and enters the slow-start phase, where the throughput will be recovered slowly. In contrast, with flow control, the TCP throughput will drop momentarily but once the congestion is over, the throughput goes back to its normal level quickly and TCP does not time out.
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Figure 1 TCP Throughput vs Time

Figure 2 shows that with flow control, the TCP window stays open at the same level while without flow control, the TCP window collapses the it takes seconds to resume to its level prior to congestion. Note that during this recovery time (between 1.25s to 4s, the TCP throughput is limited by the TCP window hence even if the radio condition improves (not simulated here), the UE cannot take advantage to receive more data from the eNB.
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Figure 2 TCP Window vs Time

During the recovery time, the TCP throughput was computed over an observation window. The window starts at time 1s. Figure 3 shows the average TCP throughput vs different sizes of the averaging window.

The percentage drop without flow control varies from 67% to 29% when the observation window varies from 0.6 to 3s. It can be concluded that the gain is significant regardless of the size of the observation window.
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Figure 3 TCP Throughput vs Observation Window

Finally, we study how much bandwidth is wasted if flow control is not used. Figure 4 shows the wasted over-the-air resources during the 0.2 congestion period vs the dropping probability. It can be seen at 80% dropping probability, the network is wasting 22Mbps on transmitting useless packets.
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Figure 4 Wasted Over-the-Air Bandwidth During Congestion vs Probability of Dropping
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