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1. Objective of the email discussion

The objective of the email discussion is to clarify the differences between different architecture proposals to support the relay function in LTE-Advanced. The scope is limited to the fundamental relay functions with the aim to identify the main alternatives, rather than to list up all possible options with small optimisations. Section 2 lists the Aspects to be clarified in this email discussion, Section 3 describes the main architecture alternatives for the C-plane and U-plane interfaces, and Section 4 gives a concise comparison of the main alternatives.
2. Aspects to be clarified in this email discussion
2.1
C-plane interface

Item C1:  Necessity of new AP

· Clarify whether a new application protocol over the Un interface needs to be defined in the proposed architecture alternative. 
Item C2:  Overhead caused by TNL

· Describe the protocol header overhead caused by the TNL over the Un interface in the proposed architecture alternative.

Item C3:  Node impact
· Describe any modification or additional functions required in the following network elements in order to realize the proposed architecture.

Item C3.1: MME

Item C3.2: DeNB

Item C3.3: RN

Item C4:  Signalling sequence 
· Describe and clarify the UE associated and non-UE associated S1 procedures, focusing on the establishment procedure as a first step.
Item C4.1: Start up of the RN (Non-UE associated procedure)

· Describe and clarify the RN setup procedure to make it ready for operation.

Item C4.2: UE access at RN (UE associated procedure)

· Describe and clarify the UE connection establishment procedure in the RN and assess the setup delay.
Item C5:  UE mobility
· Describe the S1 and X2 handover procedures and assess the procedure delay. The analysis should focus on the basic and typical mobility scenarios, i.e., handover between the RN and the DeNB, between the RN and a neighbour non-DeNB (including RN) (see [1]).
2.2
 U-plane interface

Item U1:  QoS control over Un 
Item U1.1: Handling of UE E-RAB over Un
· Describe the relation between the UE E-RAB and the radio bearer on the Un interface.

Item U1.2: Priority handling 
· Describe the method to achieve priority handling per UE and per QoS over the Un interface, including any modification or additional functions required.

Item U2:  Un overhead caused by TNL
· Describe the protocol header overhead caused by the TNL over the Un interface in the proposed architecture alternative. 

Item U3:  Node impact
· Describe any modification or additional functions required in the following network elements in order to realize the proposed architecture.

Item U3.1: S-GW

Item U3.2: DeNB

Item U3.3: RN
Item U4:  NW delay
· Characterize the latency of the S1 U-plane data transfer in the proposed architecture alternative.

Item U5:  U-plane handling at handover
· Describe how the U-plane data forwarding is handled in the proposed architecture alternative.

3.

Alternatives

This section describes the following architecture alternatives for the C-plane and U-plane interfaces proposed in RAN2#66 meeting (see [2]). 

Alternative 1:  Full-L3 relay, transparent for DeNB [3, 4, 5, 6, 8]
Alternative 2:  Proxy S1/X2 (RN looks like cell under DeNB to MME) [4]
Alternative 3:  RN bearers terminate in DeNB [5, 7, 8]
Alternative 4:  S1 termination in DeNB [7, 8]
3.1
C-plane architecture alternatives
3.1.1
Full-L3 relay, transparent for DeNB
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Figure 1-1: C-plane architecture alternative 1

In this alternative, the C-plane of S1 interface and TNL reliability function, i.e. SCTP are terminated at the RN. The S1-AP messages sent between the MME (serving a given UE connected to the RN) and the RN are delivered via DeNB and Relay’s P/S-GW. The Relay’s P/S-GW maps the S1-AP/SCTP/IP packets to a backhaul link EPS bearer established between RN and Relay’s P/S-GW and sends the packets in the corresponding GTP tunnel to the DeNB. The DeNB is simply providing backhaul connectivity for the RN and does not interpret any of the S1-AP messages passing through it. The S1-AP messages encapsulated by SCTP/IP are transferred via PDCP over the Un interface. The DeNB treats data over Un as any user data considering the E-RAB (e.g., QCI) and UE (e.g., UE-AMBR) QoS parameters.

Item C1: Necessity of new AP

No new AP needs to be defined for the Un interface, the legacy S1-AP can be applied

Item C2: Overhead caused by TNL

The overhead on the Un interface caused by TNL protocols remains limited as S1-AP signalling will be carried over PDCP, which will compress the IP header. For two-hop relaying, overhead of Alt 1, 2 and 3 is the same. TNL protocol compression is FFS.

Item C3: Node impact


Item C3.1: MME

There is no impact on the MME.

Item C3.2: DeNB

The DeNB impact depends on the support for QoS and Header compression. If, on the Un link, only static QoS is used and header compression is not utilized, then there is no impact on the DeNB. Otherwise DeNB needs to be upgraded to support header compression or dynamic QoS. Alt. 2 and 3 have the same impact from above perspective. 

Item C3.3: RN

There is no impact on the RN, it needs to support the legacy S1 interface functionality like regular eNBs.

Item C4: Signalling sequence


Item C4.1: Start up of the RN (Non-UE associated procedure)

The startup sequence can be divided into two main parts:

· In the first part the RN attaches to the network via the legacy UE attach procedures to authenticate the UE (function of the RN) and establish basic connectivity.

· When IP connectivity is established, O&M system authenticates the eNB (function of the RN) and downloads configuration data to the RN. The RN establishes the necessary S1/X2 interfaces, then it goes into normal operation.
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Figure 1-2: RN startup procedure in case of “Full L3 relay” architecture option

Item C4.2: UE access at RN (UE associated procedure)

The initial attach of a UE connecting via a relay node is shown in the figure below. The procedure corresponds to the legacy attach mechanism as seen from the UE, from the RN and from the MME point of view. UE bearer handling follows legacy handling. In the event backhaul bearer resources need to be updated when a new UE bearer is setup this could be initiated by RN or MME-UE.

Note that for each message shown in the figure the protocol type (i.e., S1, S11, RRC, NAS) and the user context that the message belongs to (i.e., UE or RN) are also indicated.
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Figure 1-3: UE attaches at RN - “Full L3 relay” architecture option -

Item C5: UE mobility

The procedure of an X2 handover, where a UE under an RN makes a handover to an eNB (donor or non-donor eNB) is shown in the figure below. We note that similar procedure would apply in case of the UE making a handover to another RN (connecting via the same DeNB or a different DeNB).

· The RN makes a handover decision based on UE measurement report and selects a target cell.

·  The RN sends the Handover Request message to the target eNB over EPS bearer that is provided by the DeNB and the S/P-GW of the RN. 

· The target eNB receives the message and may reply with a Handover Request Ack message which is routed over EPS bearer via the S/P-GW of the RN and the DeNB back to the RN. To the target eNB the request will look as if coming from an eNB.

· After the completion of the X2 signalling, forwarding tunnels are established from the RN over EPS bearer(s) via the DeNB and the S/P-GW of the RN and further on to the target eNB. The RN may start packet forwarding at this point. 
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Figure 1-4: X2 handover (RN -> target eNB) in case of  “Full L3 relay” architecture option.
3.1.2
Proxy S1/X2 (RN looks like cell under DeNB to MME)
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Figure 2-1: C-plane architecture alternative 2

In this alternative, the RN terminates the S1 (both control plane and user plane) and X2 while the DeNB terminates the S1 both towards the RN and the EPC pool (the same way as HeNB GW may terminate the S1 towards HeNB and the EPC pool).  The S1-AP messages are sent between the MME and the DeNB, and between the DeNB and the RN. Upon the DeNB receiving the S1-AP messages, it translates the UE IDs between the two interfaces by means of modifying the S1-AP UE IDs in the message but leaving other parts of the message unchanged. This operation corresponds to an S1-AP proxy mechanism and would be similar to the HeNB GW function. The S1-AP proxy operation would be transparent for the MME and the RN. That is, as seen from the MME it looks like as if the UE would be connected to the DeNB and for the RN it would look like as if it would be talking to the MME directly. The S1-AP messages encapsulated by SCTP/IP are transferred over EPS bearer while the PGW functionality for RN’s EPS bearers is incorporated into DeNB (as local breakout functionality for HeNB-s).
Item C1: Necessity of new AP

No new AP needs to be defined for the Un interface, the legacy S1-AP can be applied. By making DeNB S1-AP aware, it becomes possible to introduce Un interface specific extensions to the S1-AP protocol between the RN and DeNB.
Item C2: Overhead caused by TNL

The overhead on the Un interface caused by TNL protocols remains limited as S1-AP signalling will be carried over PDCP, which will compress the IP header. For two-hop relaying, overhead of Alt 1, 2 and 3 is the same. TNL protocol compression is FFS.

Item C3: Node impact


Item C3.1: MME

There is no impact on the MME.


Item C3.2: DeNB

The DeNB needs to support the proxy functionality, i.e., Home eNB GW-like functionality and it needs to provide the IP connectivity for the RN when acting as a “UE”, i.e., providing the IP address for the RN as in case of the local breakout provided by HeNB.

Item C3.3: RN

There is no impact on the RN, it needs to support the legacy S1 interface functionality like regular eNBs. Protocols supported by the RN is identical to alternative 1.
Item C4: Signalling sequence


Item C4.1: Start up of the RN (Non-UE associated procedure)

The startup sequence can be divided into two main parts:

· In the first part the RN attaches to the network via the legacy UE attach procedures to authenticate the Ue (function of the RN) and establish basic connectivity.

· When IP connectivity is established, O&M system authenticates the eNB (function of the RN) and downloads configuration data to the RN. The RN establishes the necessary S1/X2 interfaces, then it goes into normal operation.

The S1/X2 setup signalling initiated from the RN will be terminated by the donor eNB and the existing S1/X2 connectivity of the DeNB will be used to proxy the S1/X2 connection of the RN. This may require that the existing S1/X2 connections of the DeNB need to be updated, e.g., to register the new cell(s) of the RN toward the neighbour eNBs of the DeNB or to register new tracking area codes (TAC) corresponding to the RN cells toward the MME. Existing  “eNB Configuration Update” procedure on the S1/X2 interfaces can be used for this purpose.

Only one X2 connection needs to be established from the RN.
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Figure 2-2: RN startup procedure in case of “Proxy S1/X2” architecture option.

Item C4.2: UE access at RN (UE associated procedure)

The initial attach of a UE connecting via a relay node is shown in the figure below. The procedure corresponds to the legacy attach mechanism as seen from the UE, from the RN and from the MME point of view. The only difference is that the DeNB is involved in the procedure by relaying the corresponding S1 messages between the RN and the MME.


[image: image7.emf] 

RN

donoreNB

+ “Home eNB GW”

UE

SGW/PGW

(UE)

MME

(UE)

MME

(RN)

RRC reconf.

RRC setup

RRC-UE

Transfer: Attach Request

S1-AP-UE

: Initial UE Message (Attach Req.)

Create Bearer Request

S1-AP-UE

: UE Context Setup Req. (NAS Attach Accept)

S1-AP-UE

: UE Context Setup Resp. (NAS Attach Complete)

Bearer Update

Authentication

RN

donoreNB

+ “Home eNB GW”

UE

SGW/PGW

(UE)

MME

(UE)

MME

(RN)

RRC reconf. RRC reconf.

RRC setup RRC setup

RRC-UE

Transfer: Attach Request

S1-AP-UE

: Initial UE Message (Attach Req.)

Create Bearer Request Create Bearer Request

S1-AP-UE

: UE Context Setup Req. (NAS Attach Accept)

S1-AP-UE

: UE Context Setup Resp. (NAS Attach Complete)

Bearer Update Bearer Update

Authentication


Figure 2-3: UE access at RN in case of “Proxy S1/X2” architecture option.
As the S1 signalling goes via the proxy functionality of the DeNB, the DeNB is explicitly aware of UE bearers being setup at the RN. Thus, in the event backhaul bearer resources need to be updated when a new UE bearer is setup this could be initiated by DeNB, RN or MME-UE.Item C5: UE mobility

The procedure of an X2 handover, where a UE under an RN makes a handover to an eNB different from the donor eNB is shown in the figure below. We note that similar procedure would apply in case of the UE making a handover to another RN (connecting via a different DeNB) or in case of a handover to the DeNB.

· The RN makes a handover decision based on UE measurement report and selects a target cell. 

· The RN sends the Handover Request message to the DeNB. The DeNB finds the target eNB corresponding to the target cell ID and forwards the X2 message toward the target eNB. 

· The target eNB receives the message and it looks like from the target eNB point of view as if the UE would be making the handover under a cell from the DeNB.

· After the completion of the X2 signalling, forwarding tunnels are established from the RN via the DeNB to the target eNB. The GTP tunnels are switched at the DeNB. As the DeNB can access the per UE bearer forwarding tunnels and it is also aware of the ongoing handover through the bypassed X2-AP messages, the packet forwarding path can also be shortcut; i.e., unnecessary back and forth forwarding over the Un interface can be avoided.

We note that packet forwarding neither needs to involve back and forth forwarding over the Un interface, nor  involve routing via the EPC.
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Figure 2-4: X2 handover (RN -> target eNB) in case of “Proxy S1/X2” architecture option.
3.1.3
 RN bearers terminate in DeNB
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Figure 3-1: C-plane architecture alternative 3

In this alternative, the C-plane of S1 interface and SCTP are terminated at the RN. The S1-AP messages related to the UEs served by the RN that are sent between the MME and the RN are delivered via DeNB. The DeNB is acting as IP router and does not interpret any of the S1-AP messages passing through it. In order for the DeNB to provide the IP routing functionality it behaves also like P/S-GW for the UE function in the RN. The S1-AP messages encapsulated by SCTP/IP are transferred via PDCP over the Un interface. The DeNB performs router functionality via PGW functionality embedded within the DeNB; i.e., this is a local-breakout-like solution.

Item C1: Necessity of new AP

No new AP needs to be defined for the Un interface, the legacy S1-AP can be applied.

Item C2: Overhead caused by TNL

The overhead on the Un interface caused by TNL protocols remains limited as S1-AP signalling will be carried over PDCP, which will compress the IP header. For two-hop relaying, overhead of Alt 1, 2 and 3 is the same. TNL protocol compression is FFS.
Item C3: Node impact


Item C3.1: MME

There is no impact on the MME.

Item C3.2: DeNB

The DeNB needs to support the local breakout like functionality.

Item C3.3: RN

There is no impact on the RN, it needs to support the legacy S1 interface functionality like regular eNBs. Protocols supported by the RN is identical to alternative 1.
Item C4: Signalling sequence


Item C4.1: Start up of the RN (Non-UE associated procedure)

The startup sequence can be divided into two main parts:

· In the first part the RN attaches to the network via the legacy UE attach procedures to authenticate the Ue (function of the RN) towards the MME and establish basic connectivity.

· When IP connectivity is established, O&M system authenticates the eNB function of the RN and downloads configuration data to the RN. The RN establishes the necessary S1/X2 interfaces, then it goes into normal operation.
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Figure 3-2: RN startup procedure in case of “local breakout-like” architecture option.

Item C4.2: UE access at RN (UE associated procedure)

The initial attach of a UE connecting via a relay node is shown in the figure below. The procedure corresponds to the legacy attach mechanism as seen from the UE, from the RN and from the MME point of view. UE bearer handling follows legacy handling. In the event backhaul bearer resources need to be updated when a new UE bearer is setup this could be initiated by RN or MME-UE. 
Note that for each message shown in the figure the protocol type (i.e., S1, S11, RRC, NAS) and the user context that the message belongs to (i.e., UE or RN) are also indicated.
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Figure 3-3: UE access at RN in case of “local breakout-like” architecture option.
Item C5: UE mobility

The procedure of an X2 handover, where a UE under an RN makes a handover to an eNB (donor or non-donor eNB) is shown in the figure below. We note that similar procedure would apply in case of the UE making a handover to another RN (connecting via the same DeNB or a different DeNB).

· The RN makes a handover decision based on UE measurement report and selects a target cell.

·  The RN sends the Handover Request message to the target eNB. 

· The target eNB receives the message and may reply with a Handover Request Ack message which is routed via the DeNB back to the RN. To the target eNB the request will look as if coming from an eNB different from the DeNB.

· After the completion of the X2 signalling, forwarding tunnels are established from the RN via the DeNB to the target eNB. The RN may start packet forwarding at this point. 

We note that packet forwarding does not need to involve the EPC. 
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Figure 3-4: X2 handover (RN -> target eNB) in case of “local breakout-like” architecture option.
3.1.4
 S1 termination in DeNB
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Figure 4-1: C-plane architecture alternative 4

In this alternative, the C-plane of S1 interface and SCTP are terminated at the DeNB. The S1-AP messages are sent between the MME and the DeNB. On Un interface, RRC coordinates information exchange between S1AP and Uu RRC. The procedures for the information exchange might be likely to similar to the current S1-C procedures. 
Item C1: Necessity of new AP

For UE dedicated procedures, S1 AP information elements and proceure information need to be carried also across the Un interface to the RN, carried by RRC. This protocol could be captured a) in a new separate spec, OR b) in current S1 AP + RRC specifications. As the delta description is assumed to be small and the behviour mostly would follow current specs, the extension of current specs if preferred and a New AP is not needed.
Item C2: Overhead caused by TNL
TNL is terminated in Donor-eNB. Un overhead caused by TNL is zero. 
Item C3: Node impact


Item C3.1: MME

For UE procedures, the cell of the RN appears like a cell of the donor eNB, i.e. there is no impact to MME.

For handling of security of Un (FFS in SA3) and possibly for management of direct OAM connectivity for RN (FFS), RN could appear as a UE by itself. There are no modifications to MME needed for this, however there are simplifications that could be done, e.g. part of NAS may not be needed (FFS). 

Item C3.2: DeNB
DeNB would handle the Un interface. It would manage the Un interface by RRC, very similar as todays Uu.  For example, DeNB would process QoS requests by S1-AP and translate into RRC modifications for Un (when needed). We assume that in any case the DeNB would need to be made aware of such QoS requests in order to manage Un. 

Item C3.3: RN
RN would manage the Uu interface as a eNB, it would act on S1-AP procedures / information elements forwarded across Un for its Uu operation. It would act on RRC requests for Un operation.  
Item C4: Signalling sequence


Item C4.1: Start up of the RN (Non-UE associated procedure)


[image: image14]
Figure 4-2: RN startup procedure in case of “S1 termination in DeNB” architecture option.

Before step 9, there is no Un interface. RN accesses DeNB as a UE using Uu. 

The involvement of NAS, MME and Home Environment is for the purpose of setting up security (dependent also on SA3 progress). 

1. RACH + RRC request + RRC setup messages. 

2. NAS Attach, RRC connection complete. 
3. NAS Attach, S1 initial UE message. 

4. Authentication data from Home Env.

5. User Authentication. 

6. NAS SMC.
7. S1 Initial Context setup + NAS Attach response. 

8. RRC SMC

9. RRC reconfiguration procedure + NAS Attach response. In this reconfiguration procedure Un would be setup, and after this procedure RN could begin transmit in the DL (if cell configuration exists).
Note that there may be additional steps in order for RN to receive its full configuration, e.g. its cell configuration. This issue is left out of this description as it could be considered somewhat separate from the current architecture discussion.

Item C4.2: UE access at RN (UE associated procedure)


[image: image15]
Figuer 4-3: UE access at RN in case of “S1 termination in DeNB” architecture option.

1. RACH + RRC request + RRC setup messages.
2. RRC setup confirm + NAS initial message

3. Common SRB (Un): RRC uplink information transfer: NAS initial message. 

4. S1AP Initial UE message: NAS initial message. NNSF would reside in DeNB.

5. NAS SMC procedure, using common SRB over Un. 

6. S1AP Initial Context Setup Request + NAS response message. 

7. RRC Connection Reconfiguration request (Un reconfig, triggered by S1 message, possibly setup of dedicated SRB for UE-NAS) + Initial Context Setup request (same as in step 6) + NAS response message (same as in step 6). 
8. RRC SMC

9.  RRC Connection reconfiguration request (Uu reconfiguration) + NAS response message
10. RRC response message (Uu) + possibly NAS confirm message

11. RRC response message (Un) + Initial Context Setup resp (based on Uu outcome) + possibly NAS confim message

12. S1AP Initial Context setup response + possibly NAS confirm message . 

SETUP Delay Analysis: This architecture provides minimal setup delay as no new procedure steps are introduced (in fact no new procedures at all), but instead each relay hop just adds/piggybacks or possibly modifies information to existing procedures. 
Item C5: UE mobility

[image: image16]
Figure 4-4: X2 handover (RN -> target eNB) in case of “S1 termination in DeNB” architecture option.

RN outbound handover. We assume that data forwarding over Un shall be avoided and that new features shall be introduced for this.

1. HO trigger, e.g. UE delivers measurement report 

2. RN initiates HO preparation towards target cell. 

3. DeNB forwards HO preparation request. Possibly DeNB could use this information to e.g. start buffering data in the DL, stop delivering DL data over Uu (FFS). 

4. Target prepares HO command and responds. 

5. Response is forwarded to source. 

6. HO command sent to UE

7. Sequence numbers status sent to DeNB, In addition to reporting status for Uu, this message could be extended to include SN referring to PDCP used over Un interface, and DeNB could use this information to determine what data to forward to target.

8. X2AP: Uu SN status transfer forwarded to target. 

9. DeNB forwards data to target. 

10. UE accesses new cell, send PDCP status report and Confirms the Handover (RRC connection reconfiguration complete). 

11. X2AP: Context release sent to DeNB

12. DeNB initiates Un reconfiguation (if needed) based on the X2AP Context release, and forwards the Context release to the RN. 

13. RN responds to the Un reconfiguration. 

[image: image17]
Figure 4-5: X2 handover (source eNB -> target RN) in case of “S1 termination in DeNB” architecture option.
RN inbound handover. In this figure, user plane handlilng hasa been excluded. 
1. HO trigger, e.g. UE delivers measurement report 

2. Source initiates HO preparation towards target cell. 

3. DeNB allocates Un resources, and configres those by RRC connection reconfigration request, and forwards HO preparation request to RN.

4. Target reponds to Un reconfigration and creates HO command. 

5. X2AP response including HO command

6. HO command sent to UE

7. UE accesses new cell, send PDCP status report and Confirms the Handover (RRC connction reconfiguration complete). 

8. Context release sent to DeNB

9. X2AP DeNB forwards the Context release to the source eNB. . 

3.2
U-plane architecture alternatives
3.2.1
Full-L3 relay, transparent for DeNB
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Figure 5: U-plane architecture alternative 1

In this alternative, the U-plane of S1 interface is terminated at the RN. The U-plane packets of a UE served by the RN are delivered via Relay’s P/S-GW as if were it an eNB. The UE’s P/S-GW maps the incoming IP packets to the GTP tunnels corresponding to the EPS bearer of the UE and sends the tunnelled packets to the IP address of the RN. The tunnelled packets are routed to the RN via the Relay’s P/S-GW. EPS bearers of different UEs connected to the RN with similar QoS are mapped in one radio bearer over the Un interface. 

Item U1: QoS Control over Un


Item U1.1: Handling of UE E-RAB over Un

For the downlink the PGW of the RN identifies the target RN based on the destination IP address and maps the IP packets to respective RN EPS bearers based on the TNL QoS indicators, e.g. DiffServ Code Point. For the uplink, RN maps UE E-RABs to RN EPS bearers based on QCI.

In the event backhaul bearer resources need to be updated when a new UE bearer is setup this could be initiated by RN or MME-UE.

Item U1.2: Priority handling

The priority on the Un interface is handled on the granularity of RN EPS bearers, which means that packets of a UE EPS bearer will get a priority treatment as determined by the priority of the RN EPS bearer into which the UE EPS bearer has been mapped to. UE EPS bearers with similar QoS (as determined by their QCI) could be mapped to the same RN EPS bearer type. No additional functions as compared to legacy mechanisms need to be introduced.
Item U2: Un overhead caused by TNL

TNL overhead on the Un interface is from GTP tunnelling. For two-hop relaying, overhead of Alt 1, 2 and 3 is the same. TNL protocol compression is FFS.

Item U3: Node impact


Item U3.1: S-GW

No impact on the SGW.

Item U3.2: DeNB

No impact on the DeNB w r t to UE traffic and signalling.

Item U3.3: RN

The RN will perform mapping of UE EPS bearers to appropriate RN EPS bearers in the uplink.
Item U4: NW delay

The data transfer delay for the non-handover case comprises the following delays

1. SGW (UE) (( DeNB

Alternatives 2, 3 and 4 experience the same delay, whereas alternative 1 potentially experiences a longer delay due to routing via the P/S-GW of the RN. In the event P/S-GW of the RN is located near the UE’s SGW this additional delay could be minimized.
2. DeNB (( RN

Alternatives 1, 2, 3 and 4 experience the same delay.

3. RN (( UE

Alternatives 1, 2, 3 and 4 experience the same delay.

For the handover case the data forwarding delay RN ( DeNB: Alternative 2 has the lowest forwarding delay since both back and forth routing over Un and routing via EPC is avoided. Alternative 3 has lower delay than alternative 1 since routing via EPC is avoided. Alternative 4 concept is not entirely clear, but delay not lower than for alternative 2.
Item U5: U-plane handling at handover

As it has been shown on the handover signalling chart in the control plane section, forwarding tunnels per UE bearer are established from RN to  target eNB and the RN forwards packets to the target eNB via the DeNB and the P/S-GW of the RN in the EPC.
3.2.2
Proxy S1/X2 (RN looks like cell under DeNB to MME)
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Figure 6: U-plane architecture alternative 2

In this alternative, the U-plane of S1 interface is terminated at the RN and the DeNB. The S-GW serving the UE maps the incoming IP packets to the GTP tunnels corresponding to the EPS bearer of the UE and sends the tunnelled packets to the IP address of the DeNB. Upon the DeNB receiving the tunnelled packets from the S-GW, the received packets are de-tunnelled, and the user IP packets are mapped to the GTP tunnels again and sent to the IP address of the RN. EPS bearers of different UEs connected to the RN with similar QoS are mapped in one radio bearer over the Un interface. 

Item U1: QoS Control over Un


Item U1.1: Handling of UE E-RAB over Un

The UE E-RABs are mapped to RN EPS bearers based on the UE E-RAB QCI. This means that UE bearers with the same QCI are mapped to the same RN bearer with a certain QCI. The mapping is done in the DeNB for the downlink and in the RN for the uplink at the time when the UE bearer is setup.
In the event backhaul bearer resources need to be updated when a new UE bearer is setup this could be initiated by DeNB, RN or MME-UE.

Item U1.2: Priority handling

The priority on the Un interface is handled on the granularity of RN EPS bearers, which means that packets of a UE EPS bearer will get a priority treatment as determined by the priority of the RN EPS bearer into which the UE EPS bearer has been mapped to. UE EPS bearers with similar QoS (as determined by their QCI) could be mapped to the same RN EPS bearer type. No additional functions as compared to legacy mechanisms need to be introduced.
Item U2: Un overhead caused by TNL

TNL overhead on the Un interface is from GTP tunnelling. For two-hop relaying, overhead of Alt 1, 2 and 3 is the same. TNL protocol compression is FFS. We note that this solution does not require multiple tunnels in the EPC; i.e., TNL overhead in EPC is smaller than for alternative 1.
Item U3: Node impact


Item U3.1: S-GW

No impact on the SGW/PGW.

Item U3.2: DeNB

The DeNB will provide local break out functionality for the RN EPS bearers and will perform mapping between GTP tunnels between the RN and DeNB, and between the DeNB and S-GW for Ue EPS bearers. The latter function is as defined for HeNB Gw for S1-U.

Item U3.3: RN

The RN will perform mapping of UE EPS bearers to appropriate RN  EPS bearers in the uplink.
Item U4: NW delay

The data transfer delay for the non-handover case comprises the following delays

4. SGW (UE) (( DeNB

Alternatives 2, 3 and 4 experience the same delay, whereas alternative 1 potentially experiences a longer delay due to routing via the P/S-GW of the RN.

5. DeNB (( RN

Alternatives 1, 2, 3 and 4 experience the same delay.

6. RN (( UE

Alternatives 1, 2, 3 and 4 experience the same delay.

For the handover case the data forwarding delay RN ( DeNB: Alternative 2 has the lowest forwarding delay since both back and forth routing over Un and routing via EPC is avoided. Alternative 3 has lower delay than alternative 1 since routing via EPC is avoided. Alternative 4 concept is not entirely clear, but delay not lower than for alternative 2.
Item U5: U-plane handling at handover

As it has been shown on the handover signalling chart in the control plane section, forwarding tunnels per UE EPS bearer are established between RN-DeNB and D-eNB - target eNB and the RN forwards packets via the DeNB to the target eNB. As mentioned packet forwarding is shortcut at the DeNB and neither needs to involve back and forth forwarding over the Un interface, nor involve routing via the EPC.
3.2.3
 RN bearers terminate in DeNB
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Figure 7: U-plane architecture alternative 3

In this alternative, the U-plane of S1 interface is terminated at the RN. The S-GW serving the UE maps the incoming IP packets to the GTP tunnels corresponding to the EPS bearer of the UE and sends the tunnelled packets to the IP address of the RN. The DeNB is simply acting as IP router and forwarding GTP-U/UDP/IP packets between two interfaces.  The DeNB performs this router functionality via the PGW-like functionality in the DeNB. This also performs other PGW-like functionality for UE side of the Relay such as management of QoS.  EPS bearers of different UEs connected to the RN with similar QoS are mapped in one radio bearer over the Un interface.
Item U1: QoS Control over Un


Item U1.1: Handling of UE E-RAB over Un

The DeNB identifies the target RN based on the destination IP address and maps the IP packets to respective RN EPS bearers based on the TNL QoS indicators, e.g. DiffServ Code Point. For the uplink, RN maps UE E-RABs to RN EPS bearers based on QCI.

In the event backhaul bearer resources need to be updated when a new UE bearer is setup this could be initiated by RN or MME-UE.

Item U1.2: Priority handling

The priority on the Un interface is handled on the granularity of RN EPS bearers, which means that packets of a UE EPS bearer will get a priority treatment as determined by the priority of the RN EPS bearer into which the UE EPS bearer has been mapped to. UE EPS bearers with similar QoS (as determined by their QCI) could be mapped to the same RN EPS bearer type. No additional functions as compared to legacy mechanisms need to be introduced.
Item U2: Un overhead caused by TNL

TNL overhead on the Un interface is from GTP tunnelling. For two-hop relaying, overhead of Alt 1, 2 and 3 is the same. TNL protocol compression is FFS. We note that this solution does not require multiple tunnels in the EPC; i.e., TNL overhead in EPC is smaller than for alternative 1.
Item U3: Node impact


Item U3.1: S-GW

No impact on the SGW.

Item U3.2: DeNB

The DeNB will provide local break out functionality for the RN EPS bearers. The DeNB will map the DL packets to appropriate RN EPS bearers. This functionality is similar to the functionality of the PDN-GW.

Item U3.3: RN

The RN will perform mapping of UE EPS bearers to appropriate RN  EPS bearers in the uplink.
Item U4: NW delay

The data transfer delay for the non-handover case comprises the following delays

7. SGW (UE) (( DeNB

Alternatives 2, 3 and 4 experience the same delay, whereas alternative 1 potentially experiences a longer delay due to routing via the P/S-GW of the RN.

8. DeNB (( RN

Alternatives 1, 2, 3 and 4 experience the same delay.

9. RN (( UE

Alternatives 1, 2, 3 and 4 experience the same delay.

For the handover case the data forwarding delay RN ( DeNB: Alternative 2 has the lowest forwarding delay since both back and forth routing over Un and routing via EPC is avoided. Alternative 3 has lower delay than alternative 1 since routing via EPC is avoided. Alternative 4 concept is not entirely clear, but delay not lower than for alternative 2.
Item U5: U-plane handling at handover

As it has been shown on the handover signalling chart in the control plane section, forwarding tunnels per UE bearer are established from RN to target eNB and the RN forwards packets via the DeNB to the target eNB. As mentioned packet forwarding does not need to involve routing via the EPC.
3.2.4
 S1 termination in DeNB
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Figure 8: U-plane architecture alternative 4

In this alternative, the U-plane of S1 interface is terminated at the DeNB. The S-GW serving the UE maps the incoming IP packets to the GTP tunnels corresponding to the EPS bearer of the UE and sends the tunnelled packets to the IP address of the DeNB. Upon the DeNB receiving the tunnelled packets from S-GW, the received packets are de-tunnelled, and the inner user IP packets are mapped to the Un radio bearers corresponding to the EPS bearer of the UE. Each EPS bearer of UE connected to the RN is mapped to separate radio bearer over the Un interface. 
Item U1: QoS Control over Un

Item U1.1: Handling of UE E-RAB over Un
RB (Uu) and EPS/S1 bearers (S1) are currently mapped 1-to-1, so it is proposed that also over Un the UE bearers would be carried over an individual RB. Thus a Un Radio Bearer is just a Radio Bearer in support of a UE EPS bearer (similar to the Uu radio bearer). Transmission characteristics of Un radio bearers are controlled by using the same S1 AP QoS information elements as are used for the control of Uu radio bearers.

Item U1.2: Priority handling
Each Radio bearer gets its priority over Un the same way as a radio bearer gets its priority over Uu, based on QoS information elements received over S1 AP. 
Item U2: Un overhead caused by TNL

TNL is terminated in Donor-eNB. Un overhead caused by TNL is zero. And no new PDCP compression protocol need to be used. 
Item U3: Node impact


Item U3.1: S-GW

There is no impact to S-GW. S-GW do not need to know about RN.

Item U3.2: DeNB

User plane for Un need to be modified to handle radio bearers for several UEs. However, modification could be small and limited to e.g. adding a UE-id to logical channel ID in MAC. 

Item U3.3: RN

The RN will perform mapping of UE EPS bearers to appropriate RN EPS bearers in the uplink. 
Item U4: NW delay

The header overhead is clearly smaller than other architectures proposing to transfer also IP/GTP/UDP overhead across Un, thus transfer delay will also be smaller as there is less data to transmit.

The proposed mapping of 1-to-1 between UE bearers and Un radio bearers could allow various L2 optimizations, e.g. that intermediate node(s) only do segmentation and no reassembly, etc. 
Item U5: U-plane handling at handover

Not sure how strongly this is related to architecture. Anyway, It should be possible to avoid uneccesary transmission of data across Un at handover, e.g. to avoid forwarding. Thus forwarding of data should be done from the Donor eNB. We then assume that donor eNB first need to buffer DL data for the RN, thus either a) there need to be some kind of flow control protocol between DeNB and RN or b) DeNB need to keep copies of data transfered to RN (always) or c) DeNB need to be told when to start buffering data. In this proposed architecture all of those alternatives would be possible, e.g. DeNB could start buffering data at Handover preparation (bec it is propsoed that DeNB shall be aware of HO preparation). In addition DeNB could stop DL transmission towards RN altogether at HO preparation. 
Anyhow, when RN has finished transmission of HO command to the UE, it should inform DeNB about which packets were transmitted and which were not, to allow DeNB to only forward non-transmitted or potantially unsucessfully transmitted packets to the target. 

In any case, the proposed architecture makes all of these improvements possible. The Donor eNB is involved both in X2 user-plane and X2 control plane. Forwarding form DeNB or RN could possibly be even an implementation option. 
4.

Comparison
This section summarizes the features of the alternatives from the aspects described in section 3. Tables 1 and 2 show the concise comparison of C/U-plane alternatives. 
Table 1: C-plane architecture comparison.
	Aspects to be clarified
	Alt. 1
	Alt. 2
	Alt. 3
	Alt.4

	Necessity of new AP
	Not necessary
	Not necessary (Un specific extensions to S1-AP is possible)
	Not necessary
	Not necessary (the extension of current specs is small)

	Overhead caused by TNL
	Limited (TNL compression is FFS)
	Limited (TNL compression is FFS)
	Limited (TNL compression is FFS)
	No overhead

	Node impact
	MME
	No impact
	No impact
	No impact
	No impact

	
	DeNB
	Depend on the support for QoS and Header compression
	Impact on Alt. 1 + HeNB GW-like functionality and local breakout-like functionality
	Impact on Alt. 1 + Local breakout-like functionality
	Un interface management (very similar as today’s Uu)

	
	RN
	Legacy S1 IF support
	Legacy S1 IF support
	Legacy S1 IF support
	S1-AP like functionality support

	Signalling sequence
	RN start up
	1) Attach to the NW via the legacy UE procedures                 2) O&M auth. and config. download                3) S1/X2 setup
	1) Attach to the NW via the legacy UE procedures                 2) O&M auth. and config. download                3) S1/X2 setup
- Proxy S1/X2 connection at DeNB. - Existing S1/X2 connections are updated by existing “eNB Conf. Update”. – Only one X2 connection from RN
	1) Attach to the NW via the legacy UE procedures towards the MME                  2) O&M auth. and config. download                3) S1/X2 setup
	1)  Attach to the NW as a UE + Un setup.

	
	UE access at RN
	Legacy attach mechanism
	Legacy attach procedure (DeNB is involved by relaying S1 messages)
	Legacy attach mechanism
	Legacy attach mechanism (Some modifications to existing procedures are possible)

	UE mobility
	- X2-C/U are delivered via the S/P-GW of the RN
	- From the target eNB point of view as if the UE would be making HO under a cell from the DeNB. - Unnecessary back and forth forwarding over Un can be avoided
	- From the target eNB point of view, as if it would communicate with an eNB different from the DeNB.                 - Packet forwarding does not need to involve the EPC. 
	- From the target eNB point of view as if the UE would be making HO under a cell from the DeNB. - Unnecessary back and forth forwarding over Un can be avoided


Table 2: U-plane architecture comparison.
	Evaluation criteria
	Alt. 1
	Alt. 2
	Alt. 3
	Alt.4

	QoS control over Un
	Handling of UE E-RAB over Un
	RN maps UE E-RABs to RN EPS bearers based on QCI
	UE bearers with the same QCI are mapped to the same RN bearer with a certain QCI
	RN maps UE E-RABs to RN EPS bearers based on QCI
	A Un radio bearer is just a radio bearer in support of a UE EPS bearer. 

	
	Priority handling
	Handled on the granularity of RN EPS bearers
	Handled on the granularity of RN EPS bearers
	Handled on the granularity of RN EPS bearers
	Un RB gets its priority the same way as Uu RB

	Un overhead caused by TNL
	GTPU/UDP/IP overhead which can optionally be compressed using RoHC or other mechanism
	GTPU/UDP/IP overhead which can optionally be compressed using RoHC or other mechanism (multiple tunnels in the EPC are not required)
	GTPU/UDP/IP overhead which can optionally be compressed using RoHC or other mechanism (multiple tunnels in the EPC are not required)
	No overhead

	Node impact
	S-GW
	No impact
	No impact
	No impact
	No impact

	
	DeNB
	No impact
	Local breakout functionality (similar to HeNB GW)
	Local breakout functionality (similar to PDN GW)
	Potential change to handle Un RB for UEs

	
	RN
	Mapping of UE EPS bearers to RN EPS bearers in the uplink
	Mapping of UE EPS bearers to RN EPS bearers in the uplink
	Mapping of UE EPS bearers to RN EPS bearers in the uplink
	Mapping of UE EPS bearers to RN EPS bearers in the uplink

	NW delay
	SGW (UE) <-> DeNB
	A longer delay due to routing via the P/S-GW of the RN
	Same delay experience

	
	DeNB <-> RN
	Same delay experience

	
	RN <-> UE
	Same delay experience

	U-plane handling at handover
	RN forwards packets to the target eNB via the DeNB and the P/S-GW of the RN in the EPC
	Forwarding is shortcut at the DeNB and neither needs to involve back and forth forwarding over Un, nor involve routing via the EPC
	Not necessary to involve routing via the EPC. 
	Forwarding is shortcut at the DeNB and neither needs to involve back and forth forwarding over Un, nor involve routing via the EPC


5.

Conclusions
This document clarified the differences between different architecture proposals from the aspects to support the fundamental relay functions with an aim to achieve better understanding. Alternative 1 is feasible by means of fully reusing Rel-8 architecture, and there is no significant impact to the NW nodes. However, from the NW delay and UE mobility point of views, a longer delay would be observed since C/U-plane data is delivered via the P/S-GW of the RN in the EPC. In order not to involve routing via the EPC, Alternative 3 introduces local breakout-like functionality by means of collapsing the P/S-GW of the RN to the DeNB. For further optimization, HeNB GW-like functionality in the DeNB is introduced for Alternative 2, which can avoid unnecessary back and forth data forwarding over the Un interface during handover. Alternative 4 can also avoid unnecessary data forwarding over the Un interface, and no overhead is caused by TNL over the Un interface. Although a new AP over the Un interface does not need to be defined in all alternatives, some Un specific extensions are possible in Alternatives 2 and 4. As for the QoS control over Un, UE bearers with the same QCI are mapped to the same RN bearer with a certain QCI, and the granularity for priority handling is RN EPS bearers in Alternatives 1, 2 and 3, while A Un radio bearer is just a radio bearer in support of a UE EPS bearer, and the granularity is per UE and per RB in Alternative 4. 
6.
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Annex A: Comments on the alternative descriptions
	No. 
	comment
	Agreed issue
	Open issue

	1
	UP delay for DeNB <--> RN under moderate/heavy loads
	Claiming alternative 1,2 and 3 will have higher delay because of RoHC processing does not give an accurate comparison of the alternatives, since The delay due to RoHC compression is processor delay which will be very small (usually measured in microseconds) compared to over the air transmission of the packet (measured in milliseconds). 
	

	2
	Efficient realization of UP buffering and forwarding during handover in Alt. 2 and 4
	
	It depends on how optimized method (e.g. MAC multiplexing, L2 ID extension) works. Need to be clarified if there are significant differences to realize this between alternatives. 

	3
	Modified Alt. 4 proposal (S1AP/RRC and GTP-U/PDCP over Un)
	It is assumed that the Un interface in Alt. 4 is realized by some extensions of current RRC procedures. The proposal can also be considered as a subset of Alt. 2. Therefore, it should be discussed at next stage. 
	

	4
	Clarification of the DeNB impact in Alt. 1
	It depends on the support for QoS and Header compression. Alt. 2 and 3 have the same impact from that perspective. 
	

	5
	Terminology of Alt3 "RN bearers terminate in RN”
	"RN bearers terminate in DeNB” is correct. 
	

	6
	GTP tunnel overhead over the air
	New RoHC profile to compress the GTP-U/UDP/IP header needs to be defined. The profile is managed by Context ID, which is only sent over the air. 
	

	7
	Termination of S1/X2 setup at NW side in Figure 1-2
	The setup of S1 interfaces terminate at all the MMEs(RN) serving the area just like an eNB establishes S1 with the MME in the MME pool serving the area. Similarly, X2 arrows terminate at the neighboring eNBs even other Relays, just like an eNB establishes X2 with its neighbors.
	

	8
	UP data path from SGW/PGW (UE) in Figure 1-4
	U-plane traffic from SGW/PGW (UE) is delivered via SGW/PGW (RN) and DeNB. 
	

	9
	Concern about NW delay caused by a lot of nodes involved for CP and UP traffics
	
	Need to be clarified if it causes any concerns about NW delay.

	10
	Alt. 1 mandates to merge SGW/PGW (RN) and SGW/PGW (UE) or not.
	It is not practical to assume that SGW/PGW of the relay can always be merged with the SGW/PGW of the UE in order to avoid single point of failure.
	

	11
	Necessity of asking SA2 to check the impact to CN in Alt. 1
	There is not any SA2 impacts (need to be clarified if it is a common understanding in RAN2)
	

	12
	UP IP connectivity during RN start up in Alt.2 and 3 (Item C4.1)
	UP IP connectivity exists between the RN and the DeNB.
	

	13
	Termination of eNB configuration update in Figure 2-2 and S1/X2 setup in Figure 3-2 at NW side
	eNB configuration update on the S1/X2 interfaces can be used to update existing S1/X2 connections. Therefore, it terminates at the MME (RN) or the neighboring eNBs in Fig. 2-2. The procedures for S1/X2 setup in Fig. 3-2 are terminated at the MME (RN) and the neighboring eNBs, respectively. 
	

	14
	Overhead for two-hop relaying (Item U2) in Alt. 1
	This item describes the overhead not assuming multi-hopping. For multi-hopping relay deployment, the uncompressed overhead on the Un interface is one GTP tunneling per hop on the highest Un, and decreases by one GTP tunneling for each downstream Un link. All of this can be compressed. 
	

	15
	Clarification of new AP necessity in Alt. 4
	
	Need to be clarified how the S1-AP related information can be translated between the DeNB and the RN. (new AP, RRC extension or S1-AP over RRC)

	16
	DeNB impact (Item C3.2) in Alt. 4
	
	Changes needed to support Un interface for the given architecture with respect to Rel 8 Uu interface should be described. However, in order to find out the differences between different architecture proposals, architecture specific changes should be described. 

	17
	Necessity of new transport protocol in order to handle UE E-RAB over Un in Alt. 4
	
	Need to be clarified whether a new transport protocol needs to be defined over Un to carry UE EPS bearer packets or not. 

	18
	Un overhead caused by TNL (Item U2)
	Texts are changed as follows: 

“GTPU/UDP/IP overhead which can optionally be compressed using RoHC or other mechanism”
	Need to be clarified whether overhead cause by compressed header in Alt. 1, 2 and 3 is identical to that of Alt. 4. 

	19
	Architecture alternative 1 allows for deployment of relays without any change to the DeNB with respect to Rel 8 eNB in terms of protocols supported.
	
	Need to achieve a consensus

	20
	Alternative 2 and 3 can be utilized when further optimizations are required by the operator. The optimizations are localized at the DeNB.
	
	Need to achieve a consensus

	21
	As a result of the above two points, same relay works with all three alternatives. Hence, deployment flexibility is provided without relay market fragmentation.
	
	Need to achieve a consensus

	22
	The baseline architecture (alternative 1) requires very little standardization. Furthermore, the main standardization required for alternatives 2 and 3 are performed under the umbrella of LIPA and HeNB, requiring very little additional standardization to achieve the optimizations.
	
	Need to achieve a consensus

	23
	The TNL overhead over the Un interface can be compressed, as in Alternative 4, using RoHC or 3GPP specific techniques. The only difference is that, Alternative 4 mandates a compression, whereas Alternative 1, 2, 3 allows for deployment with or without compression.
	
	Need to achieve a consensus

	24
	For alternatives 1 and 3; all the IP and application protocols are terminated in the relay node and eNB performs simple IP transport, the relay may use a different access technology (such as HSPA) to serve the UE. This is not possible with alternative 4 relay architecture.
	
	Need to achieve a consensus

	25
	General description of UP Alt. 3 w.r.t. PGW-like functionality
	Texts are changed as follows: 

 “The DeNB performs this router functionality via the PGW-like functionality in the DeNB. This also performs other PGW-like functionality for UE side of the Relay such as management of QoS. “
	

	26
	Necessity of UE ID over Un (e.g. TEID) and clarification of multiplexing information in Alt. 4
	
	Alt. 4 needs to be clarified from following aspects: 

1) multiplexing information (MAC layer)                                          　 2) UE ID over Un (e.g. TEID, etc.)

	27
	Overhead caused by not performing reassembly or concatenation in Alt. 4
	
	Need to be clarified with the optimization scheme

	28
	Node/cell configuration during RN start up in Alt. 4
	
	The node/cell configuration procedures during RN start up needs to be clarified. 
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