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Discussion/Decision
1. Introduction

It has been discussed how to ensure MBMS contents synchronization even when RLC SDUs are lost over the link between BM-SC and ENB. Following mechanism seems up to date common understanding in RAN2.
· One SYNC frame contains one RLC SDU 

· SYNC frame provides Packet Count and Octet Count
· When there is no RLC SDU lost, ENB builds up MAC PDU with the received SDUs in order to transmit it over the MBSFN subframe.
· When there is one or more RLC SDU lost, ENB calculates how many bytes of L2 overhead should have been generated by the lost RLC SDUs . From the SYNC frame header, ENB knows the number of lost RLC SDUs and the total size of them. 
· ENB mutes the transmission corresponding to the MAC PDU containing lost RLC SDUs.

· ENB resumes the transmission corresponding to the first MAC PDU not affected by the lost RLC SDUs. 
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Fig. 1 MAC PDU transmission & mutting according to the current common understanding
For the ENB to calcualte the L2 overhead size corresponding to the lost RLC SDUs, the overhead per RLC SDU shall be predictable (i.e. ENB shall know the size of the RLC/MAC overhead even for the lost RLC SDUs). Since RLC/MAC overhead is not static per RLC SDU, RLC protocol and MAC protocol need to be adjusted. This contribution discuss the impact to the RLC/MAC.
2. Impacts to the RLC/MAC 
RLC header consists of a fixed part and an extension part. Assuming 5 bit RLC SN, fixed part is 1 byte per PDU.

Extension part consists with multiple of [E bit, LI field and optional 4 bit padding], whose total size depends on the number of LIs of a PDU. In general, There is one LI per RLC SDU. Therefore no matter how many RLC SDUs are encapsulated to a RLC PDU, one can assume that one RLC SDU incurs one LI, which contribute 2 byte overhead.

As addressed by many contributions this assumption is not valid if the last byte of the RLC SDU is the last byte of the RLC PDU in which case LI of the SDU is omitted. So to make the LI overhead predictable, it shall be changed that there is always one LI per RLC SDU.
Impact 1: LI is inserted regardless whether the last byte of the RLC SDU is the last byte of the RLC PDU or not. 

The number of LIs in a RLC PDU also makes difference to the total overhead size. It is because of the optional presence of the padding bits for byte alignment. When even number of LIs are inserted in a RLC PDU, the size of extension part is n * 1.5 byte, where n is the number of RLC SDUs concatenated. When odd number of LIs are inserted in a RLC PDU, the size of extension part is n * 1.5 plus 0.5 byte for byte alignment. 
Hence, total overhead from the same number of LIs could be different if multiple RLC PDUs are used to convey those LIs (thus as many SDUs as the number of LIs). See figure 2 for example.  
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Fig. 2 LI overhead  
Impact 2: LI should be extended to 15 bit to make the LI overhead stable.
LI is the pointer to the last byte of the corresponding RLC SDU in a RLC PDU. The LI is inserted in the same PDU where the last byte of the SDU is placed. This general principle can not be kept in two cases if LI is extended to 2 byte and if one LI is inserted per one SDU. The problem has already been identified in UMTS where special LIs are defined to address the problem. The first case is when the last byte of a RLC SDU is placed at the last byte of a RLC PDU only if LI is not inserted. For example if the size of the RLC SDU (n) is x byte, the size of RLC PDU (m) is (x+1) byte and the first byte of the RLC SDU (n) is mapped to the first byte of the payload of the RLC PDU (m). If LI is inserted in RLC PDU(m), the payload size is (x-2) byte so the last byte of the RLC SDU (n) is not in the PDU(m). If LI is not inserted in the RLC PDU (m), the payload size is x byte so the last byte of the RLC SDU (n) is in the PDU (m) which force the LI to be placed in PDU (m). There is no way to place the LI in the PDU where the last byte of the SDU is placed.  A special LI to resolve the problem is defined in UMTS as in table below and the LI is placed in the next PDU.
<Table 1>

	Bit
	Description

	000000000000000
	The previous RLC PDU was exactly filled with the last segment of an RLC SDU and there is no "Length Indicator" that indicates the end of the RLC SDU in the previous RLC PDU.


The other case is when the last byte of a RLC SDU is placed in the second last byte of a RLC PDU only if LI is not inserted. For example, the size of RLC SDU (n) is x byte, the size of RLC PDU (m) is (x+2) byte and the first byte of the RLC SDU (n) is mapped to the first byte of the payload of the RLC PDU (m). As in the previous case, the payload size of RLC PDU (m) is not enough to carry whole RLC SDU if LI is inserted while the payload size can contain the whole RLC SDU if LI is not inserted. Thus there is no way to place the LI in the same PDU where the last byte of the SDU is placed. A special LI is defined in UMTS to resolve the problem in UMTS as in table below, one byte of padding is placed in the current PDU and the LI is placed in the next PDU.

<Table 2>

	Bit
	Description

	111111111111011
	The last segment of an RLC SDU was one octet short of exactly filling the previous RLC PDU and there is no "Length Indicator" that indicates the end of the RLC SDU in the previous RLC PDU. The remaining one octet in the previous RLC PDU is ignored.


The special LI above incurs one bye of padding, which is not predictable to ENB that does not know the exact size of the lost RLC SDU. To solve this, the special LI should be modified to not generate any padding.

This is possible to concatenate the first byte of the next SDU as shown in figure 3.
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Fig. 3 Special LI to indicate the case when one byte is short to fill the entire PDU with LI in the next PDU
Then the special LI should be modified as in the table below.
<Table 3>

	Bit
	Description

	111111111111011
	The last segment of an RLC SDU was one octet short of exactly filling the previous RLC PDU and there is no "Length Indicator" that indicates the end of the RLC SDU in the previous RLC PDU. The remaining one octet in the previous RLC PDU is the first byte of the next RLC SDU.


Impact 3: special LIs presented in the table 1 and table 3 shall be introduced.
Instead of introducing special LIs, one can consider to allow LI to be placed in the previous RLC PDU as well as in the same RLC PDU. In this scheme, tranmsitter first decide in which RLC PDU the LI shall be placed and then code LI to indicate the distance from the first byte of the RLC SDU in the PDU to the last byte of the RLC SDU in the same PDU or in the next PDU. An example is shown in the figure 4. 
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Fig. 4 LI indicates the last byte of a SDU in the next PDU
LI in PDU (m) points xwhile the last byte of the PDU (m) is (x-1) byte. Receiver consider this as the indication that the last byte of the corresponding SDU is at the next PDU.
Impact 3a: LI is extended to indicate the byte in the next RLC PDU.
L field in the MAC subhead has 3 sizes; 0 bit when the MAC SDU is the last MAC SDU, 7 bit when the size of the MAC SDU is equal to or less than 127 byte or 15 bit when the size of the MAC SDU is larger than 127 byte. 
Due to the fact that RLC PDUs for a certain MTCH are transmitted continuously within a SYNC period, it would generally be possible for ENB to know the exact size of the RLC PDU and the position of it even when consecutive RLC SDUs are lost. Therefore one can argue that the L field can be reused for MBMS. 
However, it might be  a bit risky to assume that there will be no error only because no erroneous cases has been identified so far. For robustness, it might be better to remove the dynamicity of L field size by fixing it to 15 bit for all cases.

Impact 4: L field in the MAC subhead is modified to be always 15 bit
3. How valuable RLC/MAC adjustment is
As seen in section 2, expected impacts to RLC/MAC are not trivial. On the other hand, the adaptation is aiming to solve the case when two or more consecutive SYNC frames are lost during a SYNC period.  The probability of two or more  SYNC frames to be lost during a SYNC period is a function of number of SYNC frames per SYNC period and the BLER of the link underlying SYNC frame protocol. [1] shows the size of IP packets and the corresponding number of IP packets per seconds in H.264 video endoced at 240 kbps. Below table addes columns for the number of IP packets in case of various SYNC period length.
	<Table 4>
　　
	Pkts/SYNC period

	Pkt size
	Pkts/sec
	320 msec
	640 msec
	1280 msec

	90
	333
	107
	214
	428

	400
	75
	24
	48
	96

	900
	33
	11
	22
	44

	1500
	20
	7
	14
	28


The probability of two consecutive SYNC frames per SYNC period is a function of link layer BLER and the number of SYNC frames per SYNC period. Assuming that ENB stops MBSFN transmission until the next SYNC period, the number of packets wasted due to the consecutive frame loss is the product of half the number of SYNC frames per SYNC period and the probability of the consecutieve frame loss. Table below shows the calculated values in case of BLER equal to 10-4.
	<Table 5>
　
	Accumulative BLER of the link between BM-SC and ENB = 10E-4

	
	Probability that 2 or more consecutive packet loss during a SYNC period
	Number of packets wasted due to consecutive loss per SYNC period

	Pkt size
	Pkts/sec
	320 msec
	640 msec
	1280 msec
	320 msec
	640 msec
	1280 msec

	90
	333
	5.6315E-05
	2.2471E-04
	8.8824E-04
	3.0128E-03
	2.4044E-02
	1.9008E-01

	400
	75
	2.7560E-06
	1.1245E-05
	4.5315E-05
	3.3071E-05
	2.6989E-04
	2.1751E-03

	900
	33
	5.4967E-07
	2.3069E-06
	9.4336E-06
	3.0232E-06
	2.5376E-05
	2.0754E-04

	1500
	20
	2.0993E-07
	9.0927E-07
	3.7735E-06
	7.3476E-07
	6.3649E-06
	5.2828E-05


One can see that in case of packet size equal to 400 byte and sync period equal to 640 msec, the wasted number of pakets per SYNC period is in average 2.6989*10-4 while total number of packet is 48. In other words, if we adjust the RLC/MAC as presented in section 2, it’s possible to not waste 2.6989*10-4  packets out of 48, which is 0.0006% enhancement.

Tables below shows the calcualted values in case of BLER equal to 10-6 and 10-8 respectively.

	<Table 6>

　
	Accumulative BLER of the link between BM-SC and ENB = 10E-6

	
	Probability that 2 or more consecutive packet loss during a SYNC period
	Number of packets wasted due to consecutive loss per SYNC period

	Pkt size
	Pkts/sec
	320 msec
	640 msec
	1280 msec
	320 msec
	640 msec
	1280 msec

	90
	333
	5.6706E-09
	2.2788E-08
	9.1352E-08
	3.0338E-07
	2.4383E-06
	1.9549E-05

	400
	75
	2.7600E-10
	1.1280E-09
	4.5597E-09
	3.3120E-09
	2.7071E-08
	2.1887E-07

	900
	33
	5.5000E-11
	2.3100E-10
	9.4597E-10
	3.0250E-10
	2.5410E-09
	2.0811E-08

	1500
	20
	2.1000E-11
	9.1000E-11
	3.7799E-10
	7.3501E-11
	6.3700E-10
	5.2919E-09


	<Table 7>
　
	Accumulative BLER of the link between BM-SC and ENB = 10E-8

	
	Probability that 2 or more consecutive packet loss during a SYNC period
	Number of packets wasted due to consecutive loss per SYNC period

	Pkt size
	Pkts/sec
	320 msec
	640 msec
	1280 msec
	320 msec
	640 msec
	1280 msec

	90
	333
	5.7088E-13
	2.2869E-12
	9.1533E-12
	3.0542E-11
	2.4470E-10
	1.9588E-09

	400
	75
	2.8533E-14
	1.1458E-13
	4.5941E-13
	3.4239E-13
	2.7498E-12
	2.2052E-11

	900
	33
	5.8842E-15
	2.3981E-14
	9.6145E-14
	3.2363E-14
	2.6379E-13
	2.1152E-12

	1500
	20
	2.3315E-15
	9.6589E-15
	3.8858E-14
	8.1601E-15
	6.7613E-14
	5.4401E-13


4. Simpler solution 
Analysis in the section 3 strongly indicates that there is almost no problem for MBMS contents syncchronization even without RLC/MAC modification. Therefore, a simplest solution would be more than enough.  
Figure 5 shows one example of the simpler solution.
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Fig. 5 Simpler solution
If RLC/MAC protocol is not adjusted, MBMS contents sync is lost at the moment when two or more RLC SDUs are lost. MBMS contents is resynchronized at the next SYNC period. Above seems to suggest that a simpler solution is to seize MBSFN transmission for a SYNC period once MBMS contents sync is lost and to resume MBSFN transmission at the next SYNC period. 

There seems no need for change w.r.t both L2 protocl and SYNC protocol. Only drawback is that MBSFN subframes are wasted when MBMS contents sync is lost in a ENB. It is analyzed in section 3 that the drawback is almost negligable unless the SYNC period is quite long or link layer BLER is very high.   
4. Proposal
It is proposed to adopt the simpler solution described in the section 3. The solution could be summarized as below.
· ENB builds up MAC PDU from the received RLC SDUs via SYNC frames with the REL-8 RLC/MAC protocol.

· If consecutive RLC SDUs are lost, ENB stops to transmitting MAC PDUs for the remaining SYNC period.

· MBMS transmission resumes at the next SYNC period.   
REFERENCE
[1]
R2-071248
Header Compression in MBMS for E-UTRAN
Nokia, Nokia Siemens Networks
Annex. Probability Caculation
Following definitions are used in the calculation.
P[N,M]: The probability that N consecutive packets out of M packets are lost. 
P[N+,M]: The probability that N or more consecutive packets out of M packets are lost.
Num_Pack_Sync: The number of packets per SYNC period

BLER: The accumulatd BLER between ENB and BM-SC 

The probability that two or more consecutive packet loss during a SYNC period is calculated by (1).
P[2+,Num_Pack_Sync] = 1 – P[0,Num_Pack_Sync] –  P[1,Num_Pack_Sync]






(1) 
The probability that y consecutive packet loss during a SYNC period is caculated by (2).

P[y,Num_Pack_Sync] = Number of cases ⅹBLERyⅹ (1-BLER)Num_Pack_Sync-y






(2)

where Number of cases = Permutation(y,y) ⅹ (Num_Pack_Sync –y+1)
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