3GPP TSG RAN WG2 #66bis
R2-093737
Los Angeles, CA, June 29 – July 3, 2009
Agenda Item:
6.3.3
Source:
IPWireless
Title:         
EMBMS scheduling principles 
Document for:
Discussion and Decision
1



Introduction
In RAN2#59bis [1], it was agreed to support statistical multiplexing of MBMS services mapped onto the same MCH. The resource used by an individual service may vary at each transmission. However, scheduling schemes which allow for statistical multiplexing of different services is yet to be discussed and decided. 
Given that co-ordination amongst the involved eNBs is an essential aspect for MBSFN transmission, the scheduling scheme should guarantee that same content is transmitted using the same radio resources from different eNBs simultaneously. Co-ordination among the involved eNBs is performed by MCE. However the user plane scheduling is conducted by the scheduler at eNB and the dynamic scheduling information (MSCH or MAC CE) is generated by the eNB as agreed in RAN2 #66.
This contribution aims to discuss and compare different scheduling alternatives. 
2. Discussion
MCE is the co-ordinating entity for a group of eNBs which are involved in MBSFN transmission. MSAP (MCH subframe allocation pattern) defines the subframes that are allocated for a certain MCH. Multiple services (MTCHs) which are mapped onto the same MCH will experience the same QoS treatment over the radio link. The MSAP is to be decided by the MCE based on the information received from the CN. The number of services for scheduling in a MSAP is configured by the MCE.  Service release and session start messages received from the CN will update the number of available services for scheduling in a given MSAP occasion. The list of ongoing services is semi-static in nature therefore it is assumed to be signalled on MCCH. 
Dynamic scheduling is performed by the scheduler at the eNB according to the actual data available for a scheduling interval. It is assumed that a SYNC protocol will guarantee that the same content will be available in the scheduling buffers (to be scheduled for a given scheduling interval) at the eNBs which are involved in the MBSFN transmission. In order to guarantee that identical data is transmitted from all eNBs, the involved eNBs must process the data identically. 
Statistical multiplexing gain is higher for the multiplexing of variable bit rate (VBR) services, whereas statistical multiplexing gain is not significant in constant bit rate (CBR) services. Following the baseline agreement from the last meeting, if only one MCH is available in the cell both CBR and VBR services should be multiplexed on the same MCH. In case multiple MCHs are available in the cell, it is possible to map VBR and CBR services onto separate MCHs. 

There are a number of ways to multiplex services onto the same MCH.
Method 1: Strict priority based scheduling

A transmission priority or transmission order is allocated to the service. The services are scheduled in order of transmission priority. All the data in the buffer for a high priority service is scheduled prior to the scheduling of a lower priority service. This method provides a simple implementation. The method follows a fixed (pre-configured) scheduling order hence requires little signalling to set up. Moreover, the service scheduling according to the pre-configured transmission order is in line with the agreed way forward #8 made in email discussion [2].  For CBR services, this method provides the optimal scheduling mechanism in terms of the simplicity of implementation and signalling overhead. However, with VBR services, resource starvation may be seen for lower priority services. The lower priority services may experience some delay or delay jitter to the service. Moreover, the lower priority services may require longer buffer to accommodate the longer transmission delay.  

[image: image1]
Figure 1: an example of strict priority based scheduling
Method 2: Round-robin scheduling
All the services mapped on to a MCH are considered with equal transmission priority.  Round-robin scheduling is used for serving the data buffers belongs to different services. The round-robin scheduling is simple and easy to implement and reduces the possible transmission delay and delay jitter caused by a strict priority based scheduling scheme. 

However, the transmission order of the services depends on the scheduling instance. Based on the example given below, the transmission order of services in scheduling interval N is service A, B then C, whilst the transmission order in scheduling interval N+1 is Service C, D then A.. In addition to the list of ongoing services indicated on MCCH, the service transmission order and scheduling resources for each service should be included in the dynamic scheduling information. 

[image: image2]
Figure 2: an example of Round-robin scheduling

Method 3: Weighted fair scheduling

A transmission order is allocated to the service. The scheduling is based on a weighting factor and the transmission order. The weighting factor may be calculated in proportion to the traffic volumes. All the services with data available for transmission are allocated resources on MCH in a scheduling instance. This guarantees starvation-free scheduling. The services are transmitted according to the transmission order.
Weighted fair scheduling not only provides a starvation-free fair scheduling for the services but also guarantees a fixed (pre-configured) transmission order.

[image: image3]
Figure 3: an example of weighted fair scheduling

3. Proposal
The dynamic scheduling information (MSCH or MAC CE) is generated by the eNB as agreed in RAN2 #66. However, the dynamic scheduling information generated is naturally dependent upon the scheduling mechanism employed. For example round-robin scheduling results in a different transmission order compared to the strict priority based scheduling. Therefore, RAN2 is requested to decide on a dynamic scheduling mechanism to be used for eMBMS. Based on the selected scheduling mechanism, the scheduling information on MAC CE and the configuration required by the MCE in eNB co-ordination should be designed. 

Proposal 1: RAN2 is requested to decide on a dynamic scheduling mechanism to be used for eMBMS.

Based on the analysis in section 2, strict priority based scheduling provides a simple scheduling mechanism for CBR services. Therefore strict priority based scheduling is proposed for CBR services.

Proposed 2: Strict priority based scheduling is proposed for CBR services.
As shown in Section 2, strict priority based scheduling may cause starvation (hence delay and delay jitter) to the low priority service when VBR service is considered. Round-robin scheduling provides a starvation-free mechanism but the transmission order depends on the scheduling instance. Weighted fair scheduling provides a starvation-free scheduling and allows for a fixed (pre-configured) transmission order. Considering fair scheduling of services, weighted fair scheduling is proposed for VBR services. 
Proposal 3: Weighted fair scheduling is proposed for VBR services
Following the baseline agreement from the last meeting, if only one MCH is available in the cell both CBR and VBR services will need to be multiplexed onto the same MCH. If both CBR and VBR services are multiplexed onto the same MCH, it is proposed to schedule CBR services prior to VBR services.

Proposal 4: If multiplexed on the same MCH, CBR services should be scheduled prior to the VBR services.
4. Conclusion
In this contribution, we have compared a number of dynamic scheduling mechanisms which could be used for service multiplexing in eMBMS. RAN2 is requested to consider the following proposals.

Proposal 1: Use of a dynamic scheduling mechanism for eMBMS.
Proposed 2: Strict priority based scheduling for CBR services.
Proposal 3: Weighted fair scheduling for VBR services

Proposal 4: If multiplexed on the same MCH, CBR services are scheduled prior to the VBR services.
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