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1. Introduction
The S1 termination point when Type I relay nodes (RN) [1] are inserted in LTE-A networks was discussed in RAN2#66 meeting and the discussion was further continued on the RAN2 reflector. Four options were described and compared as captured in the report of the e-mail discussion [2]:
· Alt. 1: Basic architecture in case of S1 termination in the RN.
· Alt. 2: Optimized Alt. 1 architecture which has "HeNB GW-like" functionality and "local breakout-like" functionality in the DeNB
· Alt. 3: Optimized Alt. 1 architecture which has "local breakout-like" functionality in the DeNB
· Alt. 4: Basic architecture in case of S1 termination in the DeNB
Only Alt. 4, out of the four options reflects S1 termination at DeNB. Alt. 1, 2, and 3 terminate S1 at RN, meaning RN supports S1-AP and receives GTP tunnels. Alt. 1 is the basic architecture, Alt. 3 reflects one level of optimization by having "local breakout-like" functionality in the DeNB while Alt. 2 further adds another level of optimization by adding "HeNB GW-like" functionality in the DeNB.
In light of this discussion, this contribution reviews the main differences between the architectures and aims at getting the comparison to a new level of detail.
2. General architecture considerations
The main argument for Alt. 1, 2 & 3 options is the reuse of legacy protocols (S1/X2) at both the RN and DeNB. The main benefit is to maximize the re-use of existing Rel 8 nodes in early deployments and minimize the specification impact. However, it is important to note that no option allows for RN insertion without any impact on any node:

· Alt. 2&3 require upgrading the DeNB to implement, at the minimum, the local breakout-like functionality

· Alt. 1 could, in principle, allow deploying relays without any change to the DeNB with respect to Rel 8 eNB in terms of protocols supported (assuming such deployments can live with the 100% GTPU/UDP/IP overhead on VoIP, see Section 3). However more nodes are introduced in the EPC (one additional MME, SGW and PGW per RN) and current PGW’s need to be upgraded to support PGW-RN’s functionality receiving GTP tunnels at its CN interface instead of IP packets. In other words SGi interface toward CN needs to be replaced by an S1 interface.
· Moreover, the benefit of imposing no changes on DeNB protocols is limited: indeed RAN1 has already started defining inband-backhaul specific functions (e.g. control channels) DeNB will have to support for Type I RNs. Therefore, using Rel8 eNB as is in support of early Type I RNs deployment is not possible, and modem boards (that in most cases also host L2 functions) will require to be upgraded anyway.
· No RN complexity aspects are considered in Alt. 1, 2 & 3 where RN supports the full L1/L2/L3 stack and, in particular, L1/L2 processing (including encryption and RoHC) is duplicated, compared to Rel8 eNB, by the need to address both Un and Uu independently.
· On the other hand, Alt. 4 requires upgrading current DeNB in two aspects:

· UE’s radio bearers multiplex at L2: limited impact on the control plane with the benefit of a complexity reduction at the U-plane (Section 3 and [3]).
· RRC needs to support the few S1/X2 commands currently not in RRC visibility. Section 4 elaborates on the limited impact of this upgrade.

· Alt. 4 has no impact on EPC.
· It should also be noted that Alt. 4 provides through RRC the last optimization level offered by Alt. 2 over Alt. 1 and 3 ("HeNB GW-like" functionality), which is that RN is like a cell of DeNB.
3. Multiplexing on Un and GTP termination

One major difference between Alt.1, 2, 3 and Alt.4 resides in the way to multiplex UE’s EPS bearers on Un. This multiplex is handled at L3 through the S1 interface for the first three options while it is handled at L2 for the latter.

Alt. 1, 2 & 3: the multiplex is formed in the RN’s PGW through a several-to-one mapping of UE’s EPS bearers onto RN’s EPS bearers through encapsulation of the UE’s GTP tunnels in the RN’s GTP tunnels. In Alt. 2 & 3, the overhead on EPC backhaul due to the added RN’s GTP headers is zero since RN’s PGW is co-located in DeNB (local breakout) and it is expected that an efficient implementation would map directly the UE’s GTP tunnels onto RN’s radio bearers on Un in DL and vice versa in UL. UE EPS bearers with similar QoS (as determined by their QCI) are mapped to the same RN EPS bearer type. Assuming Un reuses legacy DRB capacity supported for Uu,  only eight DRBs can be defined on Un. Moreover, since S1 terminates at RN, S1-AP messages are mapped on Un in the same way as user plane data, i.e. they are encapsulated on GTP tunnels and mapped on DRBs. Therefore one should assume that at least one DRB is reserved for control plane data. There are already two main consequences of this architecture:
· There are only seven DRBs available to differentiate nine QCI levels

· S1-related messages are carried over U-plane, hence are not integrity protected anymore, compared to legacy IPsec-based backhaul systems.
Another consequence of this L3 multiplex is that RN terminates UE’s GTP tunnels and GTP/UDP/IP headers are sent over Un to mux/demux the different UE’s EPS bearers mapped onto the same RN’s DRB. The GTP/UDP/IP header adds ~40 bytes to the IP packet which represents 100% overhead for a VoIP packet. As a result, it is proposed to compress this header. However, the current ROHC defined by IETF only addresses inner IP header compression, not “outer IP tunnel header + inner IP header”. Furthermore, unlike in legacy compression schemes where the IP header can be efficiently compressed as it is not used at all to convey the packet through L2/L1, the new compression scheme for GTP/UDP/IP headers requires keeping minimum information to allow separating different UE’s EPS bearers on Un. Since the TEID information in the GTP header is sufficient to uniquely identify the UE’s EPS bearer, the compression scheme might reduce to keeping sending this 4-byte field along with the 2-byte “Length” field only. This still represents 15% overhead of a VoIP packet. In conclusion, the proposed GTP-based multiplexing scheme involving IETF for defining a GTP/UDP/IP header compression scheme might end-up being a complicated approach not necessarily achieving the efficiency of a simple and straightforward ad-hoc multiplex (see below).
Finally, assuming again that this architecture allows reusing legacy systems, it implies that the GTP/UDP/IP headers compressed by the PDCP at one end of the Un is also decompressed at the other end by the peer PDCP. Given only the TEID and Length information is useful, the legacy decompression is useless.
Alt. 4:
The multiplex is formed at L2 through either MAC [4], RLC or PDCP [3] multiplexing. GTPU tunnels are mapped onto UE’s radio bearers in DeNB as in a regular eNB. Then L2 manages packing of multiple UE’s radio bearers' SDU’s together on the same transport block over Un, thus providing savings on RLC/MAC header overhead and associated resource allocation signalling. The different RB’s SDU’s are tagged in the multiplex with a unique identifier playing the same role as the TEID in the above option, but which size is smaller since it only needs to cover UE’s served by RN. This allows achieving a smaller overhead through a simple one to one mapping between UE’s RB’s and this identifier (does not require any new compression scheme). As above, this aggregation can pack together e.g. UE radio bearers with similar QoS. Un aggregation is not visible outside DeNB/RN L2. That is no particular RN-UE (i.e. Un) bearer, on top of SRBs, needs be set-up over S1 at RN setup. One direct consequence is that there are no limitations on the number of such aggregation levels, which can address all nine QCI levels. The required changes are small as they reduce to the multiplex of SDU’s which should preferably be inserted at one of the L2 sublayer interfaces, thus keeping other sublayers unchanged. One important aspect of this approach is that it also allows minimizing the RN’s complexity since the PDCP peers on Un and Uu can either be skipped (RLC SDU forwarding) or used as simple multiplex with both RoHC and encryption disabled [3].
4. Control plane

Alt. 1, 2 & 3: these architectures reuse S1/X2-AP and RRC protocols as they are currently defined in Rel 8. This benefit is limited to the specification effort as, from eNB product viewpoint, these protocols might need be upgraded anyway in support of other Rel10 features (e.g. CoMP). On the other hand, this restriction raises some issues addressed in other sections.
Alt. 4: L3 control plane is handled by RRC. As for other architectures, there is no impact on S1/X2-AP but RRC needs to be upgraded in support of:

· Forwarding NAS messages on Un: since RRC naturally forwards NAS messages on Uu, extending this functionality over Un should be straightforward.
· Managing the L2 multiplex on Un: for example, the command RRCConnectionReconfiguration (Un) in step 7 of the UE access procedure (Figure 4-3 in [2]) indicates to the RN an update on the L2 multiplexing scheme (e.g. adding a new UE or RB) instead of configuring a new DRB of the RN-UE.
· Commands/messages which were previously taken care of by either S1 or X2. An example is the handover request coming either in or out of the RN through Un, or the SN status transfer. It should be noted however that these S1/X2 commands are already highly tied to RRC as e.g. the HO request carries UE RRC context information and, on the other side, the HO command is already associated with a RRCConnectionReconfiguration message on Uu. These commands should be conveyed on Un on RN-UE’s SRBs initialized at RN setup (providing necessary integrity protection).
From the above it results that extending the current RRC specification should require limited effort while providing an optimized solution.
5. Mobility

The handover procedures of the different options are compared in [2] and the following conclusions are drawn:

· Alt. 1: X2-C/U is delivered to the target eNB via the DeNB and the P/S-GW of the RN in the EPC.
· Alt. 2,3&4: X2-C/U is delivered to the target eNB via the DeNB without routing through EPC.
· Alt. 2&4: avoid back and forth forwarding over Un.
As can be seen, Alt. 2&4 are the most efficient to handle mobility to/from RN. It should be noted though that in lossless handover, the source eNB forwards over X2 those user plane DL packets that it has PDCP processed but have not been RLC ACK’ed. With Alt. 2, it cannot be avoided to have these RN’s PDCP’ed packets going back and forth over the Un interface. This can be circumvented with Alt. 4 by having the PDCP retransmission buffer in DL residing at DeNB while RN updates DeNB about those packets that have been RLC ACK'ed. Given DL PDCP’ed packets are typically generated upfront and queued at scheduler, they can represent a significant number to be forwarded. Therefore the last bullet above is re-phrased as follows:
· Alt. 2&4: avoid back and forth forwarding over Un. For Alt. 2 this is limited to non-PDCP’ed packets though while Alt. 4 avoids back and forth forwarding any packet on Un.
It results that Alt. 4 is the most efficient architecture to handle mobility to/from RN.
6. Conclusions
In this document, we further review the architecture candidates for LTE-A Type I relays. We summarize below the conclusions:
· No option allows for RN insertion without any impact on any existing node of E-UTRAN/EPC.
· The benefit of imposing no changes on DeNB protocols (Alt. 1) is limited as modem boards (that in most cases also host L2 functions) will require to be upgraded anyway in support of L1 upgrades (e.g. relay control channel).
· Alt. 4 requires limited RRC upgrade and handles Un aggregation at L2 with no impact on EPC.
· Alt. 1,2&3 either have impact on EPC (Alt. 1) and/or on DeNB through local breakout-like support and new RoHC scheme.

· Alt. 1,2&3 result in higher RN complexity (processing-wise) and therefore cost.

· Alt. 1,2&3 cannot properly handle the nine QCI levels of UE’s EPS bearers over Un.

· Alt. 1,2&3 cannot provide integrity protection to the S1/X2-related messages over Un.
· Alt. 1,2&3 should avoid sending uncompressed GTP/UDP/IP headers on Un (resulting in ~100% overhead on VoIP packets).
· Alt. 1,2&3 implicitly involve unnecessary GTP tunnel decompression at RN 

· Alt. 1,2&3 implement a GTP-based multiplexing scheme on Un which requires IETF defining a GTP/UDP/IP header compression scheme not necessarily achieving the efficiency of the simple L2 ad-hoc multiplex of Alt. 4.
· At handover, Alt. 4 is the only option avoiding back and forth forwarding any packet on Un, even in a lossless handover.
From the above, we believe Alt. 4 should be the selected architecture for LTE-A Type I relays.
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