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1.
Introduction

The 43rd 3GPP TSG RAN plenary approved a study item for TSG-RAN2 to study methods to minimise drive-tests in next generation networks [1].  Various use cases to guide the development of the measurements to minimise drive tests were subsequently agreed [2].  These use cases are as follows:

· Coverage optimization

· Mobility optimization

· Capacity optimization

· Parameterization for common channels

This document identifies UE measurements considered suitable for these use cases.  The focus is on those quantities that cannot be measured or derived at the network side.
2. Derivation of measurements
While this document describes a variety of measurements that are candidates for supporting performance benchmarking and optimisation activities, there needs to be an associated mechanism to trigger the measurements.  This aspect is not covered in any depth in this document, however it is expected that the UE will need to be capable of recording subsets of measurements periodically, on demand, or in response to triggering events such as cell selection, cell reselection, RRC state change, handover, access failure, session failure, signal strengths crossing thresholds, etc.  Once measurements are made for whatever reason, the transmission may take place immediately.  Alternatively, transmissions might be deferred until the network is available with sufficient coverage, sufficiently unloaded, and the UE having surplus battery resources for the transmissions.
Each of the use cases in [2] includes a variety of areas of performance measurement and optimization.  Not all measurements will apply to all areas of all use cases.  Therefore, it is critical that there is a facility to configure the collection process so that only the subset of measurements applicable to the current optimization activities are included in a report by the UE.  This will dramatically reduce the load on the network from the collections in support of virtual drive testing.
The following sections focus on the measurements under consideration.  The definitions are not intended to be formal specifications, but rather indicative definitions to facilitate discussion.  The definitions can be refined rigorously for those measurements on which agreement is reached.
2.1 Physical layer measurements
Various physical layer measurements are described in [3].  Reference Signal Received Power (RSRP) is a good measure of coverage.  A large population of UEs experiencing poor RSRP in a geographical area suggests that RF optimisation or new site deployments should be performed to close coverage holes.  Moreover, if the handover parameters are poorly configured the UE could have the potential to be in good coverage but be unable to realise that good coverage owing to being stuck on a suboptimal cell.  This might be addressed by tuning measurement event triggers for instance.

Similarly, the E-UTRA Carrier Received Signal Strength Indicator (RSSI) explicitly measures the total wideband power including out-of-cell interference.  This can resolve geographical areas with polluting coverage from an excessive number of cells.  The resulting interference can significantly reduce capacity.  This situation might be addressed by RF re-planning and optimisation.

The Reference Signal Received Quality (RSRQ) allows the interference to be measured, as it is the ratio of carrier power to interference and noise.  Distinct from cases where coverage is nominal or good and cases of poor RSSI, this resolves the case where two cells have excessive overlap, which again can impact capacity.  Again RF re-planning and optimisation is typically the remedy.
As well as measuring and reporting the RSRP and RSRQ for the serving cell, measuring these for neighbour cells adds a great deal of value.  This can allow the detailed overlap between neighbour cells to be derived and optimised, and identify areas experiencing coverage from many cells with no dominant cell, for example.  Measurements of these quantities on non-serving cells occur naturally as part of the handover process.  Measurement volumes could be bolstered with a mechanism in RRC_CONNECTED mode to trigger measurements purely to support minimisation of drive testing, or by exploiting the UEs in IDLE_MODE, or even unattached to the network, to perform these measurements opportunistically.
Various Non-E-UTRA physical layer measurements are included in [3], including UTRA, GSM and CDMA 2000.  There is a case to include some of these, as they would support the optimisation of the interaction of layers of coverage from multiple access technologies and the mobility between them.
In normal operations, the network may have knowledge of the RSRP, the RSRQ, or both from measurement reports.  The triggering of these messages is controlled by the contents of the ReportConfigEUTRA information element of the RRCConnectionReconfiguration message [4].  However, these measurements are designed to aid mobility and are triggered by RF events specifically oriented towards performing handover rather than system diagnostics and optimisation.  For instance, if an area of poor coverage is suspected to be causing session failures, then it is useful to collect the RSRP at times when sessions fail.  This may or may not be available from measurement reports depending on how the specific measurement trigger events have been configured.  Relying on tuning of the trigger thresholds to generate the data in this scenario could be difficult and may result in excessive signalling load in other areas of good coverage.  This approach would also fail to recover RSRP and RSRQ with contemporaneous location information.  Thus there is a good case for defining RSRP and RSRQ as measurements in support of minimisation of drive test.
These physical layer measurements are variable over short time periods owing to fading, shadowing and propagation effects.  Thus the measurements could be of instantaneous samples of the physical quantity or the average over some time interval.  This is for further study.

To be of value, the physical layer cell ID and cell global ID, if available, of the measured cell should be reported.  This is also implicit in many of the measurements in the following sections.

2.2 UL power measurements
Knowledge of the UE TX power offers insight into the UL channel conditions.  Whereas the physical layer measurements identify interference or poor coverage in the DL, the transmission power offers some resolution of the same in the UL.  The DL and UL can be de-correlated in this respect, hence the need to measure each separately.  These situations can typically be addressed by RF optimisation to reduce the interference, or addition of cell sites to close coverage holes as appropriate.  It is noted that the network has some knowledge of the UE transmission power by virtue of the power headroom reports (PHRs).  For the same reasons that the handover measurements were found inadequate for the minimisation of drive tests, the power headroom reports may not be entirely adequate to address this need.  Therefore, we recommend that exclusive measurement reports be made of transmission power, augmented with location information and correlated with appropriate triggers.
2.3 Throughput measurements
The Packet Data Convergence Protocol (PDCP) layer has the unique advantage of offering a viewpoint of performance close to the application layer whilst remaining within the scope of the E-UTRA.  Metrics measured for PDCP Service Data Units (SDUs) might be considered close enough to the Transmission Control Protocol (TCP) layer to be valid measures of the performance there.  For instance, in the UL, SDUs may be deleted by the UE without transmission owing to latency thresholds being exceeded.  The network has no knowledge of these lost SDUs.  UE buffers may overflow and lead to loss of other SDUs in a way that is transparent to the network.  Therefore, metrics might be designed to allow an UL “packet error rate” to be calculated at the PDCP layer.  Similarly measurement of the throughput at this layer is transparent to any retransmissions at lower layers and is thus a representative measure of system capacity.  Furthermore capacity exhaustion would be characterised by longer UL queues in general along with longer UL scheduling latency.  Although the network has some knowledge of the queue from the BSRs, this is sampled at intervals and thus may miss the peaks and inaccurately measure the average.  It is also sampling the buffer occupancy at the MAC layer and thus does not permit the SDU backlog to be resolved.  This class of measurements thus has a good fit with the capacity optimization use case, as capacity limitations can lead to phenomena of SDU loss and low throughput.  These may be addressed by dealing with any interference through RF optimisation or the addition of sites.  Consequently the following metrics are proposed:

· The number of UL PDCP SDUs erased prior to scheduling, for example due to queue overflow or exceeding latency constraint.
· The total number of UL PDCP SDUs.

· The maximum size of the SDU queue in a time interval.

· The mean size of the SDU queue in a time interval.

· The maximum UL scheduling latency measured from arrival of the SDU at the PDCP to complete transmission of all transmission blocks comprising the respective SDU.

· The average UL scheduling latency similarly defined.

· UL attempted SDU throughput over a given time interval measured at the PDCP layer.  This might be expressed in terms of total size of PDCP SDU in kilobytes along with the corresponding time interval.
· UL successful SDU throughput over a given interval measured at the PDCP SDU layer, similarly defined.
It is noted that the network side can apparently infer the total number of UL PDCP SDUs and the UL successful throughput from the PDCP SDUs it receives successfully in conjunction with the erased PDCP SDUs.  However, it would require significant complexity to ensure that the periods over which the SDU erasures are counted were equivalent at both the UE and the network side.  Since traversal of the PDCP layer takes finite time, and the time that UL SDUs received by the network entered the PDCP at the UE is not known, it is not practical for the network to calculate these metrics, and thus inclusion is necessary for exploitation of other throughput metrics.

2.4 Random access measurements
When the UE attempts a RACH procedure that results in no response from the network, it can indicate several phenomena.  These include poor UL coverage and/or path imbalance problems, or congestion on the PRACH channels for example.  Thus keeping track of the number of these failed RACH attempts can contribute to the coverage optimization and parameterization for common channels use cases.   More insight to the UL coverage can be achieved if these are coupled with the power at which the UE successfully received a response to its RACH preamble.  Hence the following measurements are proposed:
· Number of preambles sent on PRACH that resulted in no random access response from the network.

· Total number of preambles sent on PRACH.

· Number of PRACH procedures that fail entirely for a cell.
· Preamble transmission power of PRACH that resulted in response from the network.
2.5 Paging measurements

The network will know how many pages it has directed to a UE in a given interval.  However it may not receive a response from the UE to all of those pages.  These lost pages can arise for a number of reasons including the UE being in poor coverage or network congestion preventing the UE from performing a random access procedure in a timely manner.  Thus, if the pages received by a UE in some interval are reported as a measurement then the network can classify the lost pages into two categories; those pages that failed to reach the UE, and those pages that reached the UE but to which the UE was unable to respond successfully.  In the case that pages are predominantly lost before reaching the UE, this can suggest that the coverage is poor or that the system configuration is sub-optimal.  The latter might be addressed with reconfiguration of the frequency of Paging Frames, Paging Occasions or the P-RNTI configuration for example.   Hence paging measurements may contribute to the coverage optimization and parameterization for common channels use cases.
2.6 Measurements of the times taken to perform RAN procedures
If excessive time is required to perform certain procedures, not only will this impact on subscriber satisfaction, but it can indicate performance problems aligned to some of the use cases.  For instance, excessive time taken to perform channel setup and transition between RRC_IDLE and RRC_CONNECTED states can indicate that there is congestion on the PRACH, that the cell is over-loaded or that there is poor coverage in the or UL or DL.  Excessive handover delay can also indicate these phenomena.  Moreover, if UEs take excessive time to perform the cell search procedure this can indicate poor configuration of the broadcast channels.  Thus this type of measurement can contribute to all of the use cases in [2].  Accordingly, the following measurements are proposed:
· Cell search delay – for example measured from the start of the Initial Cell Selection or Stored Information Cell Selection procedures [5] until the UE reaches the camped normally state.  Since the former is expected to take longer than the latter on average, to avoid biasing there should either be a metric for each of these two procedures or else an indication of which procedure resulted in the metric.
· Channel setup delay – time from the point that the UE makes the decision to leave RRC_IDLE state to the time that it reaches the RRC_CONNECTED state.
· Handover latency – this is most appropriately measured at the UE.  The network could conceivably measure it but it involves multiple cells, each of which might have subtle offsets in timing, thus skewing measurements made in the network.
In all cases the cell or cells involved should be recorded as part of the measurements.  The measurements might be made available for the last such procedure on demand or as the result of a triggering event, or alternatively they might be summed over multiple procedures of the same type and a counter provided to indicate the number of events.
2.7 Mobility measurements
Since it is in control of the process, the network will be able to measure whether intra-E-UTRA handovers have failed, and thus it is not appropriate to include measurements of these in support of minimisation of drive tests.  However, in the case of inter-RAT handovers, it is not easy for the E-UTRAN to detect when a call has dropped on handout.  The UE may fail to synchronise with or otherwise access the new cell on the destination RAT for instance.  This can indicate that there is poor overlap between the two RATs, or that the handover parameters are poorly configured for example.  Measurements of this phenomenon can contribute to the coverage optimization, mobility optimization and parameterization for common channels use cases.  This can be achieved by arranging for the UE to measure and report for each inter-RAT handover the originating and destination PLMN and cell, along with the success status.  Since on a handout the UE may not be able to report measurements to the E-UTRAN, the UE will need the facility to store measurements for later transmission to the network once it is back in coverage of the E-UTRAN.
The degree of idle mode mobility can indicate whether the tracking areas are well designed, and allow them to be optimised to minimise the combined signalling load of paging and tracking area update messages.  For instance if the degree of idle mode mobility between pairs of cells in a tracking area can be measured then this can be used to indicate where natural boundaries lie in the case that the tracking area needs to be split as part of an optimisation procedure.  This avoids the need to perform experimental splits and monitor the resulting signalling load of paging and tracking area update messages.  Thus, allowing the UE to maintain and report a count of the number of idle mode reselections for each combination of originating and destination cell facilitates the mobility optimization use case.
2.8 Round trip signal propagation time measurement

The round trip signal propagation time can be inferred empirically by the UE.  This is apparent to the UE, in the case of FDD, from the time offset between UL and the DL frames.  This measurement provides an estimate of the distance of the UE from the cell, allowing the range of the cell coverage to be measured, and hence is appropriate for the coverage optimization use case.  Additionally, the true location as measured by a Global Navigation Satellite System (GNSS) such as GPS for example may be available and reported in associated measurements.  Discrepancies between the calculated line-of-sight range and round trip time can indicate if there is significant non-line of sight affecting coverage.  Furthermore situations where the efficacy of the timing correction mechanism is compromised might be deduced.  This could arise from excessive interference on the cell limiting the ability to resolve the offset of the UL frame accurately.  This could be alleviated by RF optimisation for example.
This quantity is related to the aggregated timing advance corrections sent in all timing advance commands by the serving eNB.  The network will know in principle what aggregate timing advances it has sent.  However during the random access process some timing advance commands may be sent while the UE is still anonymous, thus creating a management complexity for the eNB to track timing advances from Radio Network Temporary Identifier (RNTI) through to full identification of the UE.  Inclusion of this metric in support of minimisation of drive test use cases is thus justified.
2.9 Broadcast transmission decode rates
The ability of the UE to decode broadcast transmissions will be dependent upon the DL coverage.  Various broadcast transmissions are suitable candidates and can contribute to the coverage optimization use case.  These are identified as follows:

· Number of Control Format Indicators (CFIs) that the UE decoded with no errors.
· Number of CFIs that the UE decoded with errors.
· Number of Broadcast CHannel (BCH) transport blocks that the UE decoded with no errors.
· Number of BCH transport blocks that the UE decoded with errors.
While the BCH enjoys the protection of a Cyclic Redundancy Check (CRC), the Control Format Indicator is transmitted without explicit error detection.  The CFI might be considered decoded with no errors in the case that recoding it at the UE with the same rate 1/16 block code used at the cell yields the same 32 bit sequence that was received.

2.10 Location measurements

The ability to locate the UE underpins many of the use cases.  Location, where available, coupled with many of the other measurements is invaluable in diagnosing with more precision where poor coverage or high interference is occurring.  The geographical areas where the UE cannot achieve the camped normally state or where connection loss occurs, will allow coverage holes to be mapped and solved by RF optimisation or adding infrastructure for example.
2.11 Time stamping

The time stamping of the various measurements is important to allow the variations in load, interference, etc to be resolved at different times of day as traffic migrates throughout the geographical coverage of the network.  It also permits measurements made at the UE to be correlated with network-side measurements.
3. Mapping measurements to use cases
The following table reviews the measurements described previously and suggests for each, to which of the four use cases in [2] it might apply.
	Measurement
	Coverage optimization
	Mobility optimization
	Capacity optimization
	Parameteriz-ation for common channels
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	RSRQ
	[image: image3.png]



	
	[image: image4.png]



	

	E-UTRA Carrier RSSI
	[image: image5.png]



	[image: image6.png]



	
	

	Non-E-UTRA physical layer measurements
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	Physical layer cell ID
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	Cell global ID
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	UE TX power
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	UL PDCP SDUs erased prior to scheduling
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	Total number of UL PDCP SDUs
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	The maximum size of the SDU queue
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	The mean size of the SDU queue
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	The maximum UL scheduling latency
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	The average UL scheduling latency
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	UL attempted SDU throughput
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	UL successful SDU throughput
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	Number of preambles sent on PRACH that resulted in no random access response from the network.
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	Total number of preambles sent on PRACH.
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	Number of failed cell PRACH procedures
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	Preamble transmission power of PRACH that resulted in response from the network.
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	Number of pages received
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	Cell search delay
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	Channel setup delay
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	Handover latency
	[image: image40.png]



	[image: image41.png]



	[image: image42.png]



	[image: image43.png]




	Inter-RAT handout status
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	Count of the number of idle mode reselections for each cell pair
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	Round trip signal propagation time
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	PCFICH transport blocks decoded with no errors
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	PCFICH transport blocks decoded with errors
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	PBCH transport blocks decoded with no errors
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	PBCH transport blocks decoded with errors
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	Location
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	Time stamp
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