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Introduction and Background
The CS voice over HSPA radio bearer is configured using unacknowledged mode (UM) RLC and uses the AMR or WB-AMR voice codecs. These codecs generate an audio frame every 20ms, or in the case of no audio (silent period), generate a silent frame (SID) every 160ms. 

Currently both AM and TM RLC have means to detect and recover from the ciphering problem which can occur due to a data transfer problem, however there is no such mechanism for UM RLC. 
2



Discussion

AM RLC has functionality to detect data transfer error as data PDU is acknowledged, and the ciphering problem can be recovered by RLC RESET procedure (ref. [2] subclause 11.4) and recovered by AM RLC re-establishment triggered during a cell update procedure (ref. [1] subclause 8.3.1.6).
TM RLC is mapped on DCH transport channel and if DCH data gets corrupted, then UE detects radio link failure and triggers cell update. So the data transfer problem is detected as the part of L1 functionarity. The ciphering problem of TM RLC can be recovered by re-synchronising HFN value during a cell update procedure (ref. [1] subclause 8.6.6.28).

For UM RLC there is no means to detect or recover the data loss issue. The ciphering problem occurs when the receiver fails receiving for more than 127 consecutive UM data PDUs because the receiver misses the timing to increment HFN value (i.e. at UM SN cycle) so COUNT-C values in the receiver and the transmitter will be out of sync.

This problem could occur in bad radio conditions, or due to hard handover or inter-RAT handover failure and fallback, and when it does occur then the resulting effect to the user is garbled noise due to incorrect deciphering. Without a recovery mechanism the radio bearer needs to be released and set up again, without detection this cannot be triggered anyway. 
Since UM RLC sequence number will wrap after 128 PDUs, and one PDU may be generated every 20ms, the problem could occur after 2560ms of no reception. In case of a silence period, one SID will be generated every 160ms. This means that if UE fails to receive 16 SID frames, then when the next RLC PDU is received then it is not possible to determine whether UE has failed to receive only 16 RLC PDUs due to SID frames, or if it has failed to receive only a few or >128 PDUs of audio frames. 

2.1 Bad Radio Conditions
One of the scenarios which can cause the ciphering error is during bad radio conditions.
It is not always reliable to depend on the existing radio link failure detection to trigger recovery

· Radio failure is based on F-DPCH BER and it is not related to HARQ reliability. It is possible that DPCH sync loss is not detected while HS-DSCH data is not being successfully received by the UE

· There is a possibility for congestion in the NW, causing a delay on delivery of user data even in case there is good enough radio conditions for L1 reception

· UE may not detect radio link failure in enough time to recover the problem successfully.
· L1 may re-sync before T313 expires, but after the 2.56 seconds it takes to enter the RLC SN wrap unknown state.

In [3] the L1 sync primitive is scaled by the amount of slots which contain TPC bits. This is basically the slots in which the UE transmits….

       UL_DTX_Active is TRUE (see section 6C) and the UE estimates the quality of the TPC fields of the F-DPCH from the serving HS-DSCH cell over the previous 240 slots in which the TPC symbols are known to be present to be worse than a threshold Qout. Qout is defined implicitly by the relevant tests in [7]. 

The worst case CPC configuration has an UL DTX cycle2 of 160 subframes and a DTX burst of 1 subframe. This is equivalent to just 6 F-DPCH slots in 480. In this scenario the 240 slots needed to estimate the quality of the TPC fields will be extended over 240 * (480 / 6) slots which is equivalent to 12.8 seconds. 

The other possible CPC configurations are shown in table 1 below with the corresponding DTX time as a percentage underneath. The combinations that extend the estimation window beyond 2560mS have been highlighted.
Improving sync loss detection time in L1 has a trade-off against amount of time in DTX, and therefore UE battery life saving and NW capacity.
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Table 2.1 – time taken to detect out of sync with CPC configuration
A typical CPC configuration would cause detection time to be close to the limit of 2560 ms as shown in the table above, so already there is the danger that the ciphering problem will occur before the first out of sync indication from L1, while CPC is active.
Even if CPC is not active, and even if we were to assume “perfect” out of sync detection (i.e. out of sync is detected instantaneously which is clearly not realistic – there is always a detection time) there is a risk that radio link failure is not triggered before the ciphering problem occurs.
From [1]: 

In CELL_DCH state, after receiving N313 consecutive "out of sync" indications from layer 1 for the established DPCCH or F-DPCH physical channel in FDD, and the physical channels associated with mapped DCCHs in TDD, the UE shall:

1>
start timer T313;

1>
upon receiving N315 successive "in sync" indications from layer 1 and upon change of UE state:

2>
stop and reset timer T313.

1>
if T313 expires:

2>
consider it as a "Radio link failure".

The default value for N313 is 20 “out of sync” indications. This primitive is calculated in L1 every 10ms. Therefore RRC must wait for 200ms (or N313 * 10ms) after receiving the first out of sync indication from L1, before T313 is started.
The default value for T313 is 3 seconds. This is configurable up to 15 seconds. 

In addition to sync loss detection time shown in table 2.1 added to the time taken for N313, UE must wait a further T313 seconds before it can trigger the cell update.

Using a typical CPC configuration, with the default T313 and N313 values, the total time to trigger the RL failure is

2560ms + 200ms + 3000ms = 5760ms – more than double the amount of time it takes for UM RLC ciphering issue to occur.
This means that it takes more than twice as long as the proposed mechanism to detect RL failure, but more seriously during the T313 timer, the UE should cancel the timer if N313 “in sync” indications are received. 
This mechanism is in place to allow time for L1 to recover, and re-gain synchronisation. It is possible that L1 does recover, while no error is detected in RLC. In this case we have a serious problem with the audio.
One option would be to minimise the timer T313, and/or counter N313 – however this would be quite undesirable because having such sensitive RL failure detecton would cause many uneccesary cell update procedures. 

It is therefore proposed: 

Proposal 1: Existing radio link failure mechanism does not guarantee that UM RLC ciphering problem will not occur during bad radio conditions. 

2.2 Failed Inter-System or Hard handover
There is currently no way to determine for how long a hard handover failure and fallback, or inter-system handover failure and fallback will take. Normally upon handover failure, the UE reverts to the original configuration on the source cell and transmits the failure response message to RRC. 

During this time the UE will not receive data on HS-DSCH, and it is unkown during this time whether RLC SN has wrapped if the time exceeds 2560ms. Further, there is no way in the UE to detect whether the time has exceeded 2560ms or to trigger a recovery.  
Proposal 2: There is currently no reliable method to detect that UM RLC SN has wrapped or not, in the case of HHO or ISHO failure and fallback.
2.3 Network Triggered RLC re-establishment
One possibility suggested during previous discussions was to implement a network-only solution. 

There are two problems with the current specification. 

1) There is no efficient method for triggering RLC UM re-establishment. 

2) There is no method for the NW to reliably detect DL data loss. 

In the case of bad radio conditions discussed in section 2.1, it is possible that UE experiences problems in the DL, while network does not detect out of sync in the UL (clearly UL and DL data are independent). In case T313 is running in the UE caused by N313 consecutive out of sync indications, and N313 in sync indications are received before T313 expiry: UE cancels T313 and no Cell Update is triggered. If the NW did not detect any sync problem then it is likely that the UE does not know whether RLC SN has wrapped and in this case there is a serious problem with audio due to ciphering mismatch. 
In the case of hard handover fallback, there is currently no method for network to

a) determine for how long the UE has not received data on the DL

b) re-establish UM RLC triggered from the handover failure message
Currently UE performs UM RLC re-establishment only when SRNS relocation is triggered and so there is no method for NW to trigger UM RLC re-establishment.
Proposal 3: There is currently no method for NW to trigger UM RLC re-establishment. 
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Proposal

In order to solve the above problem we must define a procedure for detection and recovery for UM RLC. It is relatively straightforward to re-use existing procedures used in RLC and RRC with some minor modifications to the specification. 
The recovery mechanism used in general for this kind of scenario is cell update procedure. The general purpose failure cause used is “Radio Link Failure” and Cell Update Confirm can easily be used to re-establish the UM RLC. 

In general, RLC entities can be configured with timers (poll timer, discard timer, etc). In order to detect a loss of data reception, a new timer could be applied to UM RLC. Cell Update is not triggered on timer expiry, in order that Radio Bearer Release procedure does not cause cell update (i.e. in case user data stops for the duration of the timer, before radio bearer release has been performed). Receiving any new PDU only after timer expiry could trigger cell update (in this case UE does not know whether data has been missed and RLC SN should have wrapped or not). The timer can be reset on reception of any new PDU.
Proposal 4: Define a new timer to use with RLC UM for detection of data reception failure. 

Proposal 5: Extend Cell Update cause “radio link failure” to be triggered on detection of UM RLC data reception failure. Extend Cell Update Confirm actions to include UM RLC re-establishment
There are 2 possible implementation options to achieve the above. 

Option 1: Hard-coded timer value. 
Since the times as shown above mean that the possible problem could occur after 2560ms of no reception the UM RLC timer could be hard-coded to 2560 ms + configured only when CS HSPA is configured. Implicit UM RLC re-establishment would only occur at Cell Update Confirm if CS over HSPA is configured.
Benefits: 
· No additional signalling will be required (i.e. no asn1 changes)

Drawbacks: 

· Timer duration cannot be optimised

· Can only be used with the CS over HSPA feature

The details of option 1 are shown in the CRs [4] and [5]
Option 1a: 

There is the further possibility to implement option 1 only as an optional UE feature. This would mean that a good UE implementation may implement the new mechanism for triggering cell update for radio link failure, which ensures the UE does not suffer from the ciphering audio problem under any circumstances. Other UE can choose to take the risk that this will occur. A UE not implementing this will not affect the network operation, however will suffer from more problems apparent to the user.
The details of option 1 are shown in the CRs [4] and [6]
Option 2: 

Network-configurable timer value. A new IE could be added to the UM RLC configuration, to optionally enable the data reception failure timer. Explicit UM RLC re-estabslihment at Cell Update Confirm would be performed if the timer is configured. 

Benefits: 

· Network can control whether the timer is enabled, and can control the timer duration. 

· This feature can be used for any other service using UM RLC (e.g. VoIP) without any further specification impact
Drawbacks: 

· asn1 change will be required

The details of option 2 are shown in the CRs [4] and [7]
It is the preference of the sourcing companies to agree to option 2, since this is the more complete solution, providing more flexibility and allows control to the network, with the possibility to optimise the timer duration. The impact to asn1 is minor as it involves adding only a single new IE, therefore is not considerd a significant drawback. 

Previously some companies expressed a preference not to introduce option 2 to rel-8 since a fixed value should be sufficient to address CS voice over HSPA case, and that the NW is currently unable to determine which application the UE is using in order to optimise the timer value for other applications. Option 1 is also acceptable to the sourcing companies for Rel-8, however some companies expressed the opinion that the existing mechanisms are enough. 

Option 1a is the minimum acceptable solution to the sourcing companies for rel-8, because we do believe this is a serious problem affecting user experience for which there is no current solution – a UE vendor should have the option to address this problem, if not mandated. 

Therefore, we provide only the CRs [4] and [7] for agreement in this meeting. However, it should be studied further in rel-8 how useful the NW configurable timer will be, and how this mechanism can extend to HSPA applications other than voice. 
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Summary

In this document, we have demonstrated that there is a risk of a serious audio problem, which manifests itself in garbled noise instead of speech – this has a huge impact to the quality of user-experience. If CS voice service over HSPA is to be successful then we must avoid this situation from occurring. 

We have demonstrated that the existing mechanisms cannot reliably detect or recover the problem.

We have demonstrated that implementing a NW based solution cannot always reliably detect and recover the problem in any of the scenarios described.

We have proposed a UE based solution which will ensure that this problem does not occur in any of the possible scenarios, and that the UE is always able to detect and recover the problem in all of those scenarios.

Proposal 1: Existing radio link failure mechanism does not guarantee that UM RLC ciphering problem will not occur during bad radio conditions. 

Proposal 2: There is currently no reliable method to detect that UM RLC SN has wrapped or not, in the case of HHO or ISHO failure and fallback.
Proposal 3: There is currently no efficient method for NW to trigger RLC re-establishment. 

Proposal 4: Define a new timer to use with RLC UM for detection of data reception failure. 

Proposal 5: Extend Cell Update cause “radio link failure” to be triggered on detection of UM RLC data reception failure. Extend Cell Update Confirm actions to include UM RLC re-establishment
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