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1. Introduction
The following criterions should drive the design of the type I relay node (RN) [1] for LTE-Advanced:

· Minimize specification impact

· Minimize inband backhaul overhead

· Minimize RN complexity
· Flexibility
Minimize specification impact: this criterion has obvious motivations of specification effort and time, and has been the main driving criterion so far [2][3].

Minimize inband backhaul overhead: overhead versus performance improvement tradeoff is the key enabler of an inband-backhauled RN, and may get performance gains drop up to 50% [4].

Minimize RN complexity: the form factor of an RN should typically be smaller than that of an eNB in order to make it easy to deploy. Moreover, typically several RNs should be deployed at cell edges of an eNB site to provide significant cell-edge throughput improvements [5]. However, the inband backhauled L3 RN agreed so far already implicitly supports, processing-wise, twice as much protocol stacks as a conventional eNB since it operates both as a UE with respect to the Donor eNB and as an eNB with respect to its serving UEs. Figure 1 illustrates this for the U-plane. Therefore, the RN complexity in all other fields should be minimized to keep the overall performance gain of the network cost effective and make the RN an economically viable product.
Flexibility: its inband backhauling capability makes the LTE-A type I RN very attractive compared to other L3 relays from the cost and burden savings from not having to install and maintain a backhaul or to rely on an existing backhaul (e.g. comparison is made in [6] with a WiFi cell site backhauled through xDSL). Therefore, it should be possible to easily install and move an LTE-A type I RN in a transparent manner with respect to the network.
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Figure 1: User plane L3 forwarding in RN

In RAN2#65bis, some agreements were made regarding RN design for LTE-A:

Definitions:

- Nodes: 
UE, Relay-Node, Donor-eNB

- Interface:
Uu: between UE and Relay-Node


Un: between Relay-Node and Donor-eNB

Agreements:

1) On Uu interface, all AS control plane protocols are terminated in the Relay-Node

2) On Uu interface, all AS user plane protocols are terminated in the Relay-Node

* 1) and 2) are conditional on that SA3 can agree to this.

3) Un should be standardised i.e. open interface

4) Un user plane will have MAC, RLC and PDCP. 

-   FFS if they are exactly identical to Uu MAC, RLC and PDCP.

Control plane structure for Un is still FFS.
This contribution analyses some of the options left FFS, in particular Un MAC, RLC and PDCP as well as S1/X2 termination, in the light of the above design criterions.
2. S1 and X2 termination
2.1. S1/X2-C
S1-C should terminate at Donor-eNB for the following reasons:
RN is not seen from CN point of view, thus addressing the above flexibility requirement in deploying and moving RN nodes without CN being aware. The existence of RN is handled within Donor-eNB in a transparent way from CN. S1-AP CN messages are terminated at Donor-eNB. NAS related handling of messages can be done in the same way as eNB does in Rel8. The resulting protocol stacks are illustrated in Figure 2, extracted from [7]. Some control plane protocol “X” needs to be specified between RRC and S1-AP, however these entities are already specified in separate layers in the Rel8 specifications and their interface is well defined. Therefore, “X” specification should not be too cumbersome. As can be observed in Figure 2, the complexity of the RN is also minimized as SCTP/S1-AP protocols are implemented in the Donor-eNB. The same reasoning applies to the X2 interface: X2-AP protocol should reside in the Donor-eNB. This is further justified by the fact that an LTE-A RN wirelessly connected to its Donor eNB through an inband backhaul is very unlikely connected through an X2 interface with another node. Hence, the handover procedure will unavoidably go through the Donor eNB and its X2 interface and having X2 termination at the RN will not solve this issue.
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Figure 2: S1-C termination at Donor-eNB (extracted from [7])

2.2. S1/X2-U
S1-U (and X2-U) should terminate at Donor-eNB because it avoids the unnecessary overhead on the inband backhaul due to GTP/UDP/IP headers of IP packets, as illustrated in Figure 3, extracted from [8].
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Figure 3: IP Packet format (extracted from [8])
Since it was agreed that PDCP is located in the RN, the resulting UP architecture is depicted in Figure 4 (extracted from [7]), and user data will be forwarded in IP level (PDCP SDU). As can be observed, GTP/UDP/IP stack is avoided at the RN, thus minimizing its complexity.
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Figure 4: S1-U termination at Donor e-NB (extracted from [7])

3. Uu/Un L2 sub-layers

As discussed in RAN1 [9], it makes sense to aggregate the traffic of UEs of the same RN on the inband backhaul via one single transport channel: since they share the very same radio link at the same time, all UE’s data can be forwarded on the inband backhaul using the same MCS and transport channel, which saves on signalling overhead. Moreover, from an interference view point, it is better if backhaul transmissions, which will likely be at higher power than UE transmissions, be concentrated in a packed resource rather than distributed all over the place. Since the upper sublayer is the PDCP, this means that PDCP SDUs of different UEs are aggregated into one PDCP SDU. In other words, the IP packets of different UEs and Radio Bearers (RBs) are aggregated to form a single “backhaul” RB. Unlike in Rel8, Un PDCP entity will now carry the data of multiple RBs (Figure 5). RLC and MAC sublayers are the same as in Rel8. We elaborate below on the PDCP sublayer. 
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Figure 5: Aggregation of multiple UE’s PDCP SDUs
In one option, the PDCP packets are de-ROHCed / decrypted, reconstituted into IP datagrams on the receiving side and then ROHC/encryption etc is performed onto them again on the sending side. This raises the following issues:

· Encryption: with current PDCP specification, when multiple UEs are aggregated in a same PDCP entity, they will be encrypted all together with the same encryption algorithm and key, associated to the backhaul RB. This might violate the basic security principles of an access network. As a result the Un PDCP specification requires being upgraded in support of UEs’ individual encryption within a PDCP entity.
· Robust Header Compression (RoHC): An aggregated PDCP SDU may be formed of heterogeneous PDCP SDUs considering the ROHC contexts and profiles. In current specification, ROHC only works on PDCP SDUs made of one IP packet with associated context and profile. It would require being upgraded to support a global RoHC on multiple PDCP SDUs with heterogeneous ROHC profiles, or to run header compression on each individual PDCP SDU before aggregation. Note in the latter case, that means Un PDCP is re-doing what Uu PDCP exactly undid (decompression) on the receive side, so the RoHC should be simply skipped in PDCP.
Therefore, Uu and Un PDCP should disable both encryption/decryption and ROHC/de-ROHC at RN. Thus, Un/Uu PDCP sublayers in RN are transparent with respect to the Donor eNB PDCP and its peer at the UE, which provides the following benefits:

· UE’s encrypted PCDP PDU’s remain encrypted through the transparent PDCP’s: no encryption issue
· ROHCed PDCP PDU’s remain compressed through the transparent PDCP’s: no ROHC issue and the inband backhaul overhead is kept minimal
· Both modes are compliant with Rel8 PDCP

· This reduces RN’s cost since both ROHC and crypto processing can take a significant contribution in the baseband cost.
Moreover, when the relay receives an aggregated “backhaul” PDCP SDU from the eNB, some mechanism needs be introduced to let it identify and distribute each individual PDCP SDU to the appropriate SRB/DRB queues at the (DL) PDCP input. Similarly, when eNB receives an aggregated PDCP SDU on the inband backhaul from the relay, some mechanism needs be introduced to let it identify and distribute each individual PDCP SDU to its appropriate GTPU tunnel on the network side. This is achieved by introducing in both RN and Donor-eNB’s Un PDCPs a multiplexing header (Figure 6). The multiplexing header provides the information to the peer Un PDCP of the UE’s (more exactly RB) multiplex in the aggregated PDCP PDU, for example:

· RB ID

· Sequence Number (SN)

· Size

It is assumed that the Donor-eNB configures the RN with the RB ID and QoS Class Identifiers (QCI) mapping, so that QCI does not needs to be conveyed in the Mux header. Since S1 terminates at Donor eNB, the RB ID to S1 bearer ID mapping remains at Donor eNB. The exact content of the Mux header is FFS.
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Figure 6: Mux header in Un PDCP PDUs

4. Conclusions
In this document, we build upon the agreements reached in RAN1#56 and RAN2#65bis and propose further relay design options, which were shown to minimize the specification impact, the inband backhaul overhead and the RN complexity while maximizing the deployment flexibility:
· S1 and X2 termination at Donor-eNB
· Uu and Un RLC/MAC sublayers are the same as Rel8 
· Aggregation of multiple IP packets from different RBs in single Un PDCP PDU by means of a Mux header
· Both Un and Uu PDCP run in transparent mode (no ROHC/no encryption) at RN.
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