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Introduction

Higher downlink rates (up to 84 Mbps) will be possible when using DC-HSDPA with MIMO. At such high rates, processing requirements on the UE (due to RLC and MAC headers) will be significantly increased.
In this document, we discuss some reasons why current RLC/MAC headers are not very optimized for processing. We present some proposals to make current RLC/MAC headers more efficient for processing.
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Processing-Efficient Headers
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Figure 1: Current RLC AM Header

Issue 1: The current AM RLC header (shown in Figure 1) is inefficient from a processing point of view due to the following reasons:

· The E (Extension) bit at the end of every Length Indicator indicates whether the following byte is a header field or not. This means that in order to determine the beginning of data, the receiver has to parse every byte of the RLC header (and each E bit).
· Parsing of the RLC header fields requires a number of bit-based operations.
· Fields such as E bit and HE (Header Extension) bit can take different interpretations based on RRC signaling. This leads to the RLC header parsing implementation needing to handle multiple code branches.
Improvement to RLC Header 1: The RLC header shown in Figure 2 improves the processing overhead with regards to Issue 1. In particular, the “Number of RLC SDUs” field is before any Length Indicator fields; this field indicates the number of RLC SDUs carried in the RLC PDU. Thus, the position of the first data byte can be easily inferred by parsing just this field.

Furthermore, the size of most fields in the header is an integer multiple of an octet, which allows more efficient operations.
Figure 2: Processing improvement 1 to RLC AM Header

Issue 2: The presence of ciphering leads to increased processing demands on the UE. In addition, the current RLC header carries only the RLC SN, but not the HFN.

Maintenance and updating of HFN is considered quite complex. As an example, if the UE receives back-to-back Security Mode Commands, it has to maintain multiple keys/configurations (the current standard allows up to 3) active for a given RB. Also, HFN can be different for different ciphering configurations. Even the HFN rollover case could cause complications with an efficient implementation, since a previous RLC SN may be received (due to RLC retransmission) after a HFN rollover. Overall, handling all the corner case for HFN maintenance could render an efficient implementation of deciphering infeasible.

One way to handle this issue is to include the entire COUNT-C in the RLC header. Even though this adds some extra bytes to the header size, at high rates/large RLC PDU sizes, the impact would be negligible.

Improvements to RLC Header 2: Figure 3 shows an RLC header that carries the entire 32-bit COUNT-C (HFN as well as RLC SN) as part of the RLC header.


Figure 3: Improvement 2 to RLC AM Header

Issue 3: The processing load on the UE is directly related to the number of RLC PDUs in a TTI (since each RLC PDU requires a deciphering operation). As per the current MAC-ehs specification, the number of RLC PDUs allowed per TTI is 26. We propose that the maximum number of RLC PDUs the UE needs to support per (DC-HSDPA + MIMO) TTI be a fixed number. Some impacts that should be studied before picking this number are:
· As mentioned above, the maximum number of RLC PDUs per TTI should allow for efficient processing at the UE.
· A certain value of the maximum number of RLC PDUs per TTI forces the network to pick a corresponding RLC PDU size for peak rates. As an example, if 5 RLC PDUs are allowed per stream, then to achieve the peak rate of ~21 Mbps (or equivalently, a TBS of ~42K bits), the network would have to choose a RLC PDU size of 8000 bits. This may be a very aggressive PDU size for the cell edge.
Issue 4: Segmented RLC PDUs as allowed by MAC-ehs segmentation can add significantly to UE processing. In particular, UE cannot decipher segments of RLC PDUs until all segments have been received. This can lead to burstiness in the UE’s processing of received packets.

We propose that the network should not be allowed to segment RLC PDUs if the number of RLC PDUs in a DC-HSDPA + MIMO TTI is larger than a fixed number. This will prevent the segmentation related increased processing when number of RLC PDUs in a TTI is large. Some considerations in picking this number are the following:
· This number should be smaller than the maximum number of RLC PDUs allowed (described in Issue 3).
· Lack of MAC-segmentation can lead to a loss in throughput when the remaining space in a TBS is not enough to fit another RLC PDU. This impact should be evaluated.
Table 1 shows the difference in percentage of bits of data that can be carried between (i) always enabling MAC segmentation and (ii) disabling MAC segmentation beyond a certain number of RLC PDUs. Results are shown for different RLC PDU sizes and different limits on number of RLC PDUs beyond which MAC segmentation is disallowed. Each TBS is assumed to occur with equal probability 
The loss due to disabling MAC segmentation is seen to be quite small, particularly when MAC segmentation is disabled after 6 RLC PDUs per stream. The actual loss may be even smaller than the one shown since (a) these results assume a single-user system, where the scheduler has to use up all codes and power for a single user and (b) even in a single user system, the TBSs in the case of no MAC segmentation are on the average smaller than with MAC segmentation, so they will have higher probability of decoding (given same power). This second effect has not been captured in these results.
Table 1:Effect of disabling MAC segmentation
	
	RLC PDU Size = 40 Bytes
	RLC PDU Size = 100 Bytes
	RLC PDU Size = 200 Bytes
	RLC PDU Size = 500 Bytes
	RLC PDU Size = 1000 Bytes
	RLC PDU Size = 1500 Bytes

	MAC Segmentation Disabled after 3 RLC PDUs per stream
	1.5%
	2.66%
	4.02%
	5.52%
	4.79%
	1.22%

	MAC Segmentation Disabled after 6 RLC PDUs per stream
	1.23%
	2.01%
	2.73%
	2.42%
	0%
	0%


3
Conclusion

We identified some issues that can lead to high processing overhead for the UE, especially when handling the high rates envisioned for DC-HSDPA and MIMO. We proposed some improvements to current RLC/MAC headers to enable more efficient processing at the UE.
We propose that:

Proposal 1: The RLC header shown in Figure 3 (which provides improvements for Issues 1 and 2) should be adopted for use at high rates.
Proposal 2: The maximum number of RLC PDUs the UE needs to support per (DC-HSDPA + MIMO) TTI is FFS.
Proposal 3: The network should not be allowed to segment RLC PDUs if the number of RLC PDUs in a (DC-HSDPA + MIMO) TTI is larger than FFS.
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