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1
Introduction
Relays are considered to be a key enabler for coverage and capacity enhancements in LTE-A. For the relays, the following architecture has been agreed by RAN2
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that includes the following nodes and interfaces:

Nodes:

· Donor-eNB: eNB to which Relay-Node connects wirelessly
· Relay-Node: entity which exists between Donor-eNB and UE

· UE: could be LTE Rel-8 UE (i.e., backward compatibility is supported)

Interfaces:

· Uu: interface between UE and Relay-Node

· Un: interface between Relay-Node and Donor-eNB

Furthermore, subject to security clarification, it has been agreed to locate AS level protocols at the relay node. In this meeting, there are a few open issues that need to be addressed with respect to relays:

· Termination point for S1

· Existence and termination point for X2

· Header compression on the relay to Donor-eNB interface
· Management of QoS on the relay to Donor-eNB link

2
Discussion
We propose using L3 relay architecture, where:

· The relay is a full fledged IP node 

· The IP address to the relay is assigned by a PGW in the LTE system

· The PGW assigning the Relay’s IP address may be located in the core network or with the Donor-eNB. Co-location with the Donor-eNB is viable, only if the relay is not expected to move away from the Donor-eNB.
· The Donor-eNB and the rest of the LTE core network only provide backhaul connectivity for the relay, similar to the way a router provides connectivity for a regular eNB
·  The Donor-eNB  does not terminate any protocol on the relay’s behalf

In Figure 1, we present the overall architecture of the proposed L3 relay. 
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Figure 1   L3 Relay architecture
The L3 relay consists of an eNB portion and a regular LTE UE portion, with the UE portion used to obtain backhaul connectivity via the Un interface. The blue RAN and core network nodes in Figure 1 provide IP connectivity to the UE of the relay. The orange boxes provide LTE/IP connectivity to the User-UE on the left. To serve the User-UE, the eNB portion of the relay communicates with the orange core network nodes through the Relay-UE’s SGW/PGW. The blue nodes are shown different than the orange nodes. In reality, the MME for User-UE and the MME for Relay-UE can be co-located, similarly PGW of the User-UE and the Relay-UE can be co-located.
This architecture would allow for deployment of relays in a Rel-8 LTE network without any modification. The modifications, which will be outlined further below, are only needed for enhanced functionality.

2.1 Management of QoS on the Un Interface
In the Uu interface, the maximum number of  DRBs that can be established simultaneously per UE is limited to 8, which also limits the maximum number of EPS bearers a UE can support to 8, due to 1-to-1 mapping of DRBs and EPS bearers. Typically a relay will be serving more than one UE, hence, the total number of EPS bearers that flow through the Un interface and terminate at the users UEs is likely to be much larger than 8. It is important to note that in the architecture we are proposing: 
· the traffic destined for the users UE is first encapsulated into UE’s EPS bearers by the UEs PGW, 
· then the EPS bearer is encapsulated again within another EPS bearer by the PGW of the UE portion of the relay. 
Hence on the backhaul leading to the Donor-eNB there are two GTP tunnels as shown in Figure 7. 
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Figure 7 The header on the backhaul link to the Donor-eNB
There are two choices in terms of EPS bearer mapping:
1. There is a one-to-one mapping between the EPS bearers of the user’s UE and the EPS bearers of the Relay-UE. This option requires that either 1-to-1 mapping of DRBs and EPS bearers is broken on the Un interface, or the Un interface can support many more DRBs than the current limit of 8.
2. Multiple users’ UEs’ EPS bearers can be mapped to a single EPS bearer of the Relay-UE. This option allows the Un interface to operate identically to the Uu interface, in the sense that the 1-to-1 mapping of the DRBs to EPS bearers of the Relay-UE is preserved in the Un interface, and the relay can continue to operate with at most 8 DRBs.
Therefore, we propose that:

Proposal 1: On the Un interface, the 1-to-1 mapping of DRBs to EPS bearers of the Relay-UE is preserved. In addition, the PGW of the Relay-UE performs many-to-1 mapping from the EPS bearers of the user’s UE to the EPS bearers of the Relay-UE.

As new UEs join the relay, or as new applications are started by the UEs served by the relay, the QoS requirements on the Uu interface are changed either by network initiated QoS or by UE initiated QoS. To accommodate the changes of the QoS on the Uu interface, the QoS on the Un interface should also change. In the RAN network, the only entity that knows about the change of QoS of the Uu interface is the relay node. Hence, the relay is the only entity that can request change of QoS on the Un interface. Therefore, we propose that:
Proposal 2: The change of QoS on the Un interface utilizes UE initiated QoS, where the UE is the Relay-UE.
Figure 8 shows the call flow for a dedicated bearer activation for the users UE, and the subsequent QoS operation for the Un Interface.
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Figure 8 Bearer activation for the users UE and subsequent QoS on the Un interface.
When the Relay-UE requests a new EPS bearer or an update of an existing EPS bearer in order to accommodate a new or updated EPS bearer of a UE served by the relay, an SDF filter needs to be specified to identify the traffic. The current SDF definition is only capable of specifying filtration in terms of the standard 5-tuple (source and destination IP addresses, source and destination port numbers and the protocol ID).

The header of the packets between the User-UE’s PGW and the Relay-UE’s PGW is shown in Figure 9 below.  As shown in the figure, the current SDF applies only to the outer IP header. However, for a given UE, all the fields of the outer IP header have the same value regardless of User-UE’s EPS bearers. The actual information containing the characteristics of the traffic is in the inner headers, where it is not accessible to the SDF filter. 
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Figure 9 Packet headers on the link from the UE’s PDG to Relay-UE’s PGW
There are two ways to address this situation:
1. Use static QoS configuration at the Relay-UE’s PGW;
2. Enhance the SDF definition to be able to filter these inner headers.
(1) Using static QoS:

The User-UE’s PGW/SGW is configured to mark the ToS field of the IP header of these packets with DiffServ code-points, as specified by the deployment and the QoS requirement of the packet. The Relay-UE’s PGW puts them into the proper (relay-directed) EPS bearer. The Relay-UE’s PGW does not rely on the SDF specified by the Relay, but rather uses these code-points to perform the bearer binding.

This behaviour does not require any standards change. However, it only works with proper configuration at the User-UE’s PGW and the Relay-UE’s PGW, and it only allows for static configuration of the DiffServ code-points.

(2) Enhancing SDF

Alternatively, the SDF can be enhanced to allow access to the inner header information. This change allows the Relay to specify an SDF that is capable of filtering a User-UE’s individual EPS bearers into the proper (Relay-UE’s) EPS bearers at the Relay-UE’s PGW.
Either of the above options for bearer mapping at the Relay-UE’s PGW will work; we propose that the alternatives be discussed before a decision is taken.

2.2 Header Compression on the Un Interface

Header compression on the Un interface allows minimization of the overhead on the Un interface, similar to the Uu interface. It is important to note that header compression is an optimization, and not strictly needed for most types of applications running in the LTE system or the relay.

Due to the lower number of packets involved, the control plane communication (S1-MME/X2-C) does not need to be compressed. Of the user plane packets, the benefit and need to compress depends on the type of the traffic, as is the case for the Uu interface. Hence, if header compression is to be supported, a method to selectively compress the headers on the Un interface is required.

In the LTE Uu interface, the decision on compression is made on a per-DRB basis, and RoHC is used for compressing the headers. We propose using the same mechanisms in the Un interface.  Figure 10 shows the EPS bearers of UEs served by the relay mapped to a single DRB on the Un interface. These EPS bearers are compressed and uncompressed by the RoHC protocol associated with the DRB.
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Figure 10 UEs’ EPS bearers inside a DRB in the Un interface, and compression of packets
Figure 11 shows the headers of an IP packet on the Un interface. The headers that need to be compressed by RoHC are identified in the figure. However, current RoHC profiles do not allow for compression of such a combination of headers. A new RoHC profile is needed to compress this set of headers. This new profile could be defined in IETF or as a 3GPP proprietary RoHC profile.
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Figure 11 The headers of an IP packet on the Un interface, and the headers to be compressed with RoHC
As a result, we propose:

Proposal 3: RoHC based header compression with the new profile for the Un interface is adopted.

3 Conclusions
In this contribution, management of QoS and Header Compression for relays are analyzed, and solutions were suggested for these subjects.
4 Proposals
Specifically, we propose the following proposals to be accepted.

Proposal 1: On the Un interface, the 1-to-1 mapping of DRBs to EPS bearers of the Relay-UE is preserved. In addition, the PGW of the Relay-UE performs many-to-1 mapping from the EPS bearers of the user’s UE to the EPS bearers of the Relay-UE.

Proposal 2: The change of QoS on the Un interface utilizes UE initiated QoS, where the UE is the Relay-UE.

Proposal 3: RoHC based header compression with the new profile for the Un interface is adopted.

A. Appendix
In the following sections, we present the relay proposals we submitted to Ran3. We include them here for completeness:

A.1 Termination point for S1 interface

The user plane (S1-U) and control plane (S1-MME) interface termination points are considered separately. 

A.1.1 Termination point of control plane of S1 protocol

There are two options for terminating the control plane of the S1 interface (S1-MME).

a) At the Donor-eNB

b) At the relay

(a) Terminating control plane of S1 at the Donor-eNB:

In this option shown in Figure 2, the RRC is fully located in the relay, but the S1-AP is located in the eNB. The S1-AP protocol and the RRC protocols have not been designed to run on separate nodes. A new protocol needs to be specified between the S1/X2-AP and the RRC to coordinate the two nodes. This protocol is likely to be very similar to the current S1-MME protocol, with additional complexity to ensure that the state at the relay and the Donor-eNB is kept in sync. Separating S1/X2-AP and RRC will cause increased delay in UE operations such as connection setup or handover, as more round trips are needed between the relay and the Donor-eNB to coordinate before these operations can be completed. There is no benefit in obtained by terminating S1-MME protocol in the donor-eNB, and has significant standardization and operational costs. Hence, we do not feel terminating control plane of S1 at the Donor-eNB is a useful option.

A. 
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Figure 2 AS protocols in relay, S1 control plane in Donor-eNB

(b) Terminating control plane of S1 at the relay:

In this option, the control plane of S1 interface is terminated at the relay node, and the relay directly communicates with the MME. It is shown in Figure 3. In this model, the Donor-eNB is simply providing backhaul connectivity for the relay and does not interpret any of the S1 messages passing through it. This option does not require any change at the Donor-eNB, and allows current Rel8 LTE specification to be used for the relays. This option also eliminates the need to standardize and implement a new protocol. Therefore, we propose:

Proposal A.1: We propose that S1 control plane protocol be terminated at the relay node.
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Figure 3 Relay Control Plane view

This proposal only refers to the control plane of the S1 interface, the user plane is considered in the next section. Figure 4 shows the protocol stacks at each node for the control plane of S1.
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Figure 4  Protocol stack for each node for the control plane of S1

A.1.2 Termination point for the User plane of S1 Interface

Similarly there are two options for terminating the user plane of S1 (S1-U):

(a) At the Donor-eNB

(b) At the relay node
(a) Terminating S1-U at the Donor-eNB:

There are two problems associated with this option: First, this option is only feasible if the control plane of S1 is also terminated at the Donor-eNB, because the Donor-eNB would be require to have information about the EPS bearers of the UEs served by the relay. As a result, it brings in the complexities associated with terminating control plane of S1 at the Donor-eNB. Second, a new protocol is needed to be standardized to run over PDCP on the Un interface to carry the packets from the Donor-eNB to the relay node.  Figure 5 shows the protocol stack at each node for this option. The protocol C-GTP/IP, shaded orange, is the new protocol that needs to be defined to facilitate termination of the S1-U at the Donor-eNB. The C-GTP/IP protocol will duplicate the functionality of the existing S1-U protocol, namely a method to identify the bearer associated with the packet. In addition to the new C-GTP/IP protocol, the PDCP and RRC protocols need to be changed to carry a new payload type in addition to IP and RoHC. It can be argued that this new protocol can be designed to have less overhead than current S1-U protocol reducing the overhead on the Un interface. However, for ultimate header reduction RoHC provides the best option. Section 2.2, we discuss how to utilize RoHC to compress headers on the Un interface. 
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Figure 5 The protocol stack at each node, when S1-U is terminated at the Donor-eNB
(b) Terminating S1-U at the Relay node:

This option allows the relay to reuse the current LTE S1-U protocol, and eliminates any change needed at the Donor-eNB. Hence, we propose:

Proposal A.2: We propose that S1 user plane protocol be terminated at the relay node.

Figure 6 shows the protocol stacks at each node for the user plane communication.
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Figure 6 Protocol stack for each node for the user plane of S1

A.2 The X2 Interface 

The concern for allowing X2 at the relay node mainly stem from the concern that too many relays may try to establish X2 connection with the macro eNBs, as in the case of HeNBs. However, number of Relays within the coverage of a macro eNB is likely to be much lower than the number of HeNBs, as the relays normally will be managed and operated by the operator, and the Relays need to use the air interface of the Donor-eNB. In certain rare deployments, there may be numerous relays under the coverage of a macro eNB, stressing the SCTP resources at the eNB, if X2 communication is allowed. We believe that the operator is in the best position to assess its own deployment and enable or disable X2 communication to the relay nodes. OAM already has the ability to enable/disable X2 interfaces at a node, and can disable X2 for Relays, if needed. It is FFS whether X2 is allowed for the Relay nodes. 

If X2 is allowed for the Relay nodes, for the reasons discussed for the S1 protocol, X2 protocol should also be terminated at the relay node, rather than the Donor-ENB. Terminating the X2 protocols at the relay has the following benefits:

· Eliminates any changes to the Donor-ENB, facilitating easier and faster deployment of the relays

· Eliminates the need for new protocols between the relay and the Donor-eNB to translate the X2 protocol messages and payload.

Hence, we propose:

Proposal A.3: If X2 is used it should be terminated at the Relay node
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