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1 Introduction
The present contribution discusses the LTE Advanced latency performance. We present an evaluation of the Rel-8 performance, and list options for reaching the 3GPP latency targets in [4].
2 ITU requirements

The ITU defined latency requirements for IMT advanced [3] are listed in this chapter. We note that according to the analysis in [1], the control plane requirements are already fulfilled in Rel-8. 
2.1 Control plane latency

Control plane (C-Plane) latency is typically measured as the transition time from different connection modes, e.g., from idle to active state. A transition time (excluding downlink paging delay and wireline network signalling delay) of less than 100 ms shall be achievable from idle state to an active state in such a way that the user plane is established.

2.2 User plane latency 

The user plane latency (also known as transport delay) is defined as the one-way transit time between an SDU packet being available at the IP layer in the user terminal/base station and the availability of this packet (protocol data unit, PDU) at IP layer in the base station/user terminal. User plane packet delay includes delay introduced by associated protocols and control signalling assuming the user terminal is in the active state. IMT-Advanced systems shall be able to achieve a user plane latency of less than 10 ms in unloaded conditions (i.e., a single user with a single data stream) for small IP packets (e.g., 0 byte payload + IP header) for both downlink and uplink.
3 3GPP targets

The 3GPP latency targets for LTE Advanced [4] are listed in this chapter. 
3.1 Control plane latency

The overall C-Plane latency shall be significantly decreased compared to EPS Rel-8. The C-Plane latency takes into account RAN and CN latencies (excluding the transfer latency on the S1 interface) in unloaded conditions.

· The target for transition time from Idle mode (with IP address allocated) to Connected mode is less than 50 ms including the establishment of the user plane (excluding the S1 transfer delay).

· The target for the transition from a “dormant state” in Connected Mode (i.e. DRX sub-state in Connected Mode in E-UTRAN) is less than 10 ms (excluding the DRX delay).

3.2 User plane latency

Advanced E-UTRA and Advanced E-UTRAN should allow for reduced U-plane latency compared to Release 8 E-UTRA and E-UTRAN, specifically in situations where:

· The UE does not have a valid scheduling assignment.

· The UE needs to synchronize and obtain a scheduling assignment.

The U-Plane latency is defined as the minimum achievable user plane latency with the system configurations optimized for latency.
4 Control Plane: Idle to connected 

UEs in idle state have no connection to the eNB, and thus no possibility for user data transmission. The transition from idle to connected mode involves the establishment of an RRC connection between the UE and eNB, security activation and the establishment of a set of default radio bearers to enable data traffic. Since UEs in idle state consume less network resources than UEs that are RRC connected, the network will switch UEs to idle state after a certain time of inactivity. Consequently, a fast transition from the idle state to connected mode is a vital component of the system latency.

Delay estimation for the Rel-8 control plane setup was presented in [1]. The assumed setup sequence is shown in Figure 1. According to the latency analysis, the 100 ms requirement for Rel-8 is fulfilled, see Table 1.

[image: image1.emf]UE eNode B MME

1. Delay for RACH 

Scheduling Period

2. Rach Preamble

3. Processing 

delay in eNode B

4. TA + Scheduling Grant

5. Processing 

delay in UE

6. RRC Connection Request

7. Processing 

delay in eNode B

14. Connection Request

13. Processing 

delay in MME

14. Connection Set-up

15. Processing 

delay in eNode B

16. Security Mode Command + 

RRC Connection Reconfiguration

17. Processing 

delay in UE 18. Security Mode Complete 

+ RRC Connection 

Reconfiguration Complete

8. RRC Connection Setup

9. Processing 

delay in UE

10. RRC Connection Setup Complete 

+ NAS Service Request

13. Processing 

delay in eNode B

12. Connection Request

11. Processing 

delay in eNode B


Figure 1: Rel-8 C-plane activation procedure 
Below, we list a number of potential approaches for consideration in order to reach the tightened performance requirements. 
4.1 Combined RRC Connection Request and NAS Service Request

One way to reduce the control plane setup delay is to reduce the number of handshakes. The possibility to send the NAS Service Request message together with the RRC Connection Request message was discussed already in Rel-8 [2]. This could be one option to reduce C-plane setup delay for LTE Advanced.  

By transmitting the NAS Service Request message together with the RRC Connection Request message, the eNB could directly forward the NAS Service Request over S1 to the MME. RRC Connection Setup could be transmitted in parallel with the S1 Connection Setup, see Figure 2. 
Several possibilities exist for how to combine the RRC Connection Request and the NAS Service Request. The NAS Service Request could be contained within the RRC Connection Request message, similar to how it is included in the RRC Connection Complete message in Rel-8. Alternatively, the NAS Service Request could be transmitted in a separate RRC UL Information Transfer message on SRB0. Regardless of the solution, eNodeB must receive the necessary information for routing the NAS message to the MME.
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Figure 2: C-plane activation procedure with combined RRC Connection Request and NAS Service Request

4.2 Reduced RACH scheduling period

The 50ms setup target is for a delay optimized system. In [1], the RACH scheduling period was set to 10 ms. An extreme optimization is to reduce the RACH scheduling period to the minimum, which is 1 ms. However, reducing the RACH cycle comes with a capacity loss. A more sensible RACH cycle could be e.g. 5 ms, resulting in an average waiting time of 2.5 ms.
4.3 Reduced processing delays

Processing delays in the different nodes form the major part of the setup delay. Out of the 63.5 ms with combined initial RRC/NAS in Table 1, processing delays sum up to 48 ms. It is thus clear that the 50 ms target can not be reached without stricter processing delay requirements. With a RACH scheduling period of 5 ms, a 23% reduction of the processing delays is required to reach the 50 ms target. This could be a realistic target in Rel-10 timeframe. An example of reduced delays is given in Table 1. S1 delays are not included in the total delay, as they are not included in the target.
4.4 Latency analysis

An estimation of the above listed improvements is presented in Table 1. Note that the delay values in the rightmost column are just examples on how the processing delay reductions could be distributed to meet the 50 ms target. For the two leftmost columns with combined initial RRC/NAS, RRC connection setup and S1 setup are executed in parallel, as shown in Figure 2. Here we have considered the RRC connection setup, as the S1 transfer delays are not included in the requirement. Therefore delay components 11 to 14 are not included in the sum.
Table 1: Estimated delay components
	Component
	Description
	Rel-8

[1]
	Combined initial RRC/NAS
	Reduced delays & RACH period

	1
	Average delay due to RACH scheduling period
	5
	5
	2.5

	2
	RACH Preamble
	1
	1
	1

	3-4
	Preamble detection and transmission of RA response (Time between the end RACH transmission and UE’s reception of scheduling grant and timing adjustment)
	5
	5
	5

	5
	UE Processing Delay (decoding of scheduling grant, timing alignment and C-RNTI assignment + L1 encoding of RRC Connection Request)
	5
	5
	4

	6
	Transmission of RRC Connection Request
	1
	1
	1

	7
	Processing delay in eNB (L2 and RRC)
	4
	4
	3

	8
	Transmission of RRC Connection Set-up (and UL grant)
	1
	1
	1

	9
	Processing delay in the UE (L2 and RRC)
	15
	15
	12

	10
	Transmission of RRC Connection Set-up complete (including NAS Service Request)
	1
	1
	1

	11
	Processing delay in eNB (Uu –> S1-C)
	4
	
	

	12
	S1-C Transfer delay
	T_S1
	
	

	13
	MME Processing Delay (including UE context retrieval of 10ms)
	15
	
	

	14
	S1-C Transfer delay
	T_S1
	
	

	15
	Processing delay in eNB (S1-C –> Uu)
	4
	4
	3

	16
	Transmission of RRC Security Mode Command and Connection Reconfiguration (+TTI alignment)
	1,5
	1,5
	1,5

	17
	Processing delay in UE (L2 and RRC)
	20
	20
	15

	 
	Total delay [ms]
	82,5
	63,5
	50


5 Control plane: Dormant to active
A dormant UE has a RRC connection to the eNB, has established radio bearers, is known on cell level, but has activated DRX for power saving during temporary inactivity. Since UEs can be quickly moved to this “sub-state”, a quick activation is of high importance.

The 3GPP LTE Advanced target for the dormant to active transition is 10 ms, excluding the DRX cycle. Here it is assumed it includes initial message transmission, with a message size that fits one TTI. From the target definition, it is not clear whether a dormant UE shall be assumed to be unsynchronized or still synchronized. Considering a quick transition to DRX at inactivity, the user may still be uplink synchronized if the Time Alignment Timer has not yet expired. Therefore both synchronized and unsynchronized UEs are considered here, for up- and downlink triggered activity respectively. Each section starts with an evaluation of the Rel-8 performance and then lists general suggestions for improvement. Only error free transmisson of data and signalling is considered.
5.1 Uplink initiated transition, synchronized

A UE with uplink synchronization may request uplink transmission by sending a Scheduling Request on PUCCH. Assuming a PUCCH allocation every 5 ms, the average waiting time is 2.5 ms. The Scheduling Request can be repeated until a Scheduling Grant is signaled from the eNB. Assuming the first request is successfully received by the eNB, the scheduling grant can be transmitted after a 3 ms eNB processing delay. If the grant is received in subframe n, the UL data can be transmitted in subframe n+4, giving 3 ms for UE processing. The procedure is shown in Table 2.

Table 2: Uplink initiated dormant to active transition for synchronized UE (error free)
	Component
	Description
	Time [ms]

	1
	Average delay to next SR opportunity (5ms PUCCH cycle)
	2.5

	2
	UE sends Scheduling Request
	1

	3
	eNB decodes Scheduling Request and generates the Scheduling Grant
	3

	4
	Transmission of Scheduling Grant
	1

	5
	UE Processing Delay (decoding of scheduling grant + L1 encoding of UL data)
	3

	6
	Transmission of UL data
	1

	
	Total delay
	11.5


Improvement candidates:

· Shorter PUCCH cycle. The PUCCH periodicity of 5 ms is the lowest specified for Rel-8 [5]. A shorter cycle would reduce the average SR wating time.
· Reduced processing delays. With the current PUCCH cycle, the processing delays in UE and NodeB would need to be reduced from 6 ms to 4.5 ms (25%) to reach the 10 ms target. 

· Reduced signalling. As the transmission of the actual data takes only 1 ms, an effective method to reduce the latency would be to reduce the associated signalling. For instance, a contention based data channel would allow data transmission without the scheduling request and the scheduling grant.
5.2 Uplink initiated transition, unsynchronized

A UE that has lost uplink synchronization must perform the unsynchronized random access procedure to gain synchronization and uplink resources. The procedure is shown in Table 3.

Table 3: Uplink initiated dormant to active transition for unsynchronized UE (error free)
	Component
	Description
	Time [ms]

	1
	Average delay due to RACH scheduling period (RACH cycle = 10 ms)
	5

	2
	RACH Preamble
	1

	3
	Preamble detection and transmission of RA response (Time between the end of RACH transmission and UE’s reception of scheduling grant and timing adj.)
	5

	4
	UE Processing Delay (decoding of scheduling grant and timing alignment + L1 encoding of UL data)
	5

	5
	Transmission of UL data
	1

	
	Total delay
	17


Improvement candidates:

· Shorter RACH cycle. For instance, a 5 ms RACH cycle would give a total delay of 14.5 ms. 
· Reduced processing delays. With 5 ms RACH cycle, 60% is processing delay in UE and eNB. A 50% reduction of the processing delays would be required to reach the 10 ms target. 

· Reduced signalling. As the transmission of the actual data takes only 1 ms, an effective method to reduce the latency would be to reduce the associated signalling. For instance, a contention based data channel would allow data transmission without the scheduling request and the scheduling grant.

5.3 Downlink initiated transition, synchronized

UEs with uplink synchronization will monitor PDCCH for scheduled transmissions during the on duration, so there is no additional delay apart from the DRX cycle compared to active UEs, as long as the DRX cycle and UE configuration is such that UL synchronization is not lost.

5.4 Downlink initiated transition, unsynchronized

The transition for an unsynchronized UE is shown in Table 4. The DRX cycle is not considered. The sequence starts with the eNB sending a dedicated preamble to the UE on the PDCCH. By assigning a dedicated preamble, the UE can be identified by the preamble, and no contention resolution is needed before DL transmission can occur. When the eNB detects the preamble, it responds by sending time alignment. The eNB must then wait two subframes before DL transmission to give the UE time to process the uplink time alignment. 

Table 4: Downlink initiated dormant to active transition (error free)
	Component
	Description
	Time [ms]

	1
	UE receives dedicated preamble on PDCCH and prepares UL Tx
	2

	2
	Average delay due to RACH scheduling period (RACH cycle = 10 ms)
	5

	3
	RACH Preamble
	1

	4
	Preamble detection and transmission of RA response (Time between the end RACH transmission and UE’s reception of the timing adjustment)
	5

	5
	Node B needs to wait 2 subframes before DL Tx to allow UE to adapt UL response according to the time alignment
	2

	6
	Transmission of DL data
	1

	
	Total delay [ms]
	16


Improvement candidates:

· Shorter RACH cycle. For instance, a 5 ms RACH cycle would give a total delay of 13.5 ms. 
· Reduced processing delays. With a 5 ms RACH cycle, around 50% is processing delay in the UE and eNB. A 50% reduction of the processing delays would be required to reach the 10 ms target.
· Downlink transmission to unsynchronized UEs.

6 User Plane

According to the ITU requirement it shall be possible to achieve a 10 ms one way latency between the UE and the eNB for active users. According to the Rel-8 evaluation in [6], a 5 ms latency was achievable in Rel-8. Since the evaluation was made, the number of HARQ processes has changed from 5 to 8, increasing the RTT. The updated latency components are shown in Figure 3. The resulting latency can be calculated as 

DUP [ms] = 1.5 + 1 + 1.5+ n*8 = 4 + n*8,

where n is the number of HARQ re-transmissions. In typical cases there would be 0 or 1 re-transmissions yielding an approximate average U-plane latency of


DUP,typical [ms] = 4 + p*8,
where p is the error probability of the first HARQ transmission. To reach the 5 ms target, a target BLER up to 12.5% is allowed. According to this evaluation, Rel-8 user plane performance is well below the ITU requirement.
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Figure 3: User plane latency components

The 3GPP targets for LTE Advanced user plane latency are less specific. It is mentioned that the latency shall be improved mainly for situations where a UE does not have a valid scheduling assignment, or has to gain uplink synchronization and scheduling assignment. Depending on the system configuration, both these can be seen to correspond to the dormant to active transition, and thus the improvement proposals in section 5 to improve the dormant to active transition will also improve the user plane latency. 

Since the latency requirements for uplink synchronized users with a valid scheduling assignment can already be reached the gain from reducing the HARQ RTT appears limited. A change of UL HARQ RTT is not backwards compatible with Rel-8 and can cause UL scheduling issues.
7 Conclusions

Based on the analysis in this contribution, the focus of the work on LTE Advance latency improvements should be on control plane latency, idle to connected and dormant to active. The user plane latency requirement for an uplink synchronized user with valid scheduling assignment can be fulfilled with Rel-8, so no need for improvements in that area are expected. Users without a valid scheduling assignment or lacking also uplink synchronization are here considered to fall under the dormant to active requirement.
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