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1. Introduction

For RAN2-60, the contribution [1] has been submitted for the first time. During RAN2-61bis the contributions [2] and [3] have been finally discussed and it has been agreed to have an UE capability on the number of PDCP SDUs per TTI related to the UE category. However there was no agreement on the exact number of PDCP SDUs yet.

This contribution is to elaborate more on the topic, to extend it to the UL and to propose a way forward on specifying the number of SDUs. 

2. Discussion

2.1 General considerations

We need to note that for a WAN data card application (e.g. LTE device is plugged into a laptop) there is no means of control over the end user application by the LTE protocol stack. As a general assumption, the applications would be certainly web browsing, e-mail retrieval and streaming applications. Most of them are using TCP as layer 4 transport protocol, so we will get in the downlink maximum sized IP packets (depending on signalled maximum segment size or MTU) along with TCP ACKs. In the uplink there will be smaller and variable sized IP packets (e.g. http requests) along with TCP ACKs. We consider the few SYN and FIN packets of the TCP protocol family as neglectable.

Most video “streaming” applications actually download (and so buffer) the data (e.g. the Flash Player plug-in and the Media Player). So we get again two extremes of Maximum sized (MTU) packets and TCP flow control packets. We consider VoIP as a controlled environment, in which the data rate, the packet frequency and the packet size is well known and limited and thus will not determine the most challenging UE implementation requirements. 

We share the concerns, as outlined in the cited contributions, that without any limits on the number of PDCP SDUs / RLC SDUs in a RLC PDU, respective a MAC TB, an UE (chipset) manufacturer cannot dimension the required processing power. We consider traffic type with many small packets as most challenging. Moreover, there might be a risk of DoS type attacks. If we consider PDCP RoHC, the PDCP SDUs get even smaller and will produce an even higher risk of CPU overload in an UE implementation. 

There is already a minimum processing capability agreed for the DL. In addition, for the sake of easier UE implementation, we propose:

Proposal 1a: There is a minimum processing capability requirement on the number of PDCP SDUs per TTI for each UE category in the UL.

If this is not agreeable, RAN2 should discuss on a waiver for the category dependent packet throughput capability (governed by the TB size) in case that the TB payload would be made up of small PDCP SDUs. As the UE can only signal the buffer filling level to the eNB but not the actual distribution or the number of queued SDUs, and on the other hand, the UE is required to fill the granted TB size with SDUs within a single sub-frame as we may receive the next grant already for the subsequent one, the sensible UE implementation must take some assumptions in order to calculate the required CPU cycle budget for the protocol implementation. The MAC/RLC real-time processing must be implemented and tested such to handle the utmost worst case, a TB completely filled with the smallest possible SDUs, which is not reasonable and not the normal use case. With the current statements in the specifications, the UE is not allowed to drop some part of the grant and finish the UL processing by padding the MAC TB (and perhaps sending a padding BSR indicating more data) if there is still additional UL data available. Especially for a category 1 device this leads to an unnecessary high number of SDUs that the protocol implementation needs to able to handle. 

If RAN2 cannot agree on proposal 1a, we propose alternatively:
Proposal 1b: The UE implementation is allowed to fill a granted UL MAC TB with padding and a padding BSR indicating more available data in case that many small UL PDCP PDUs have been already put into the MAC PDU and the implementation would be not able to finish the processing in time.
2.2 Packet size distribution

We have done some observation on arbitrarily chosen web applications by capturing the network traffic and deriving the packet size statistics as given in the table below (only major contributing sizes are shown):

	Packet size (in bytes)
	News web surfing
	SpiegelTV FlashPlayer “streaming”
	ZDF (TV) MediaPlayer “Streaming”
	smoothJazz.com WinAMP MP3 streaming
	YouTube.com FlashPlayer

	40-79
	19.5%
	0.6%
	15.6%
	15.3%
	1.8%

	320-639
	9.8%
	0.4%
	6.8%
	1.8%
	0.2%

	640-1279
	11.5%
	0.3%
	27.2%
	1.8%
	0.1%

	1280-2559
	55.5%
	98.3%
	47.9%
	75.9%
	97.3%


Table 1 Downlink packet distribution

	Packet size
	News web surfing
	SpiegelTV FlashPlayer “streaming”
	ZDF (TV) MediaPlayer “Streaming”
	smoothJazz.com WinAMP MP3 streaming
	YouTube.com FlashPlayer

	40-79
	79.3%
	98.8%
	80.5%
	93.3%
	98.8%

	320-639
	20.5%
	0.8%
	4.0%
	0.5%
	0.4%

	640-1279
	0.17%
	0.2%
	4.0%
	4.8%
	0.3%

	1280-2559
	0.0%
	0.0%
	5.3%
	0%
	0%


Table 2 Uplink packet distribution

As one can easily see (and would expect) the downlink is dominated by large packets and the uplink is dominated by small packets. Only for the “web surfing” use case we observe medium sized packets. Those are the http get requests for retrieving embedded parts of a web page. 
If one considers the packet size distribution, especially the ratio between TCP data segment frames and the associated TCP ACKs, we observe another relationship that is not shown above in tables 1 and 2 due to the separation into uplink and downlink.

	Packet size
	Download from a local server
	Download from the internet

	40-79
	33.6%
	40.6%

	320-639
	0.1%
	6.6%

	640-1279
	2.5%
	11.10%

	1280-2559
	63.6%
	40.5%


Table 3 Uplink packet distribution

The ratio between TCP/IP frames carrying data segments and those used for TCP ACKs is about 2:1 for connections that are not bandwidth limited (and more CPU power limited) compared to those typical for internet connections and over a shared media where IP frames get dropped due to a limited transport capacity, which in turn lead to a continuous adjustment of the server transmission data rate. Here the ratio is close to 1:1. This is also a result of deploying selective TCP ACKs that must be sent, once used, for every new segment that is received until all so far missing segments have been successfully retransmitted. We consider the latter as the typical case for a LTE network. The network connections being used above were symmetrical, so the results for an upload would be similar.
2.3 Deriving requirements

We conclude that for the uplink smaller packets are dominating (as expected), whereas in typical high bandwidth applications the larger packets will dominate the downlink (also as expected). In the tables above an e-mail upload case is missing as a typical use case but could be modelled as the reverse of a web download or the player operation, so the packet size distribution would be similar.

One could safely assume that dimensioning of the UE capability “Number of PDCP SDUs per TTI” can be approximated with the smallest TCP/IP packets (40 bytes for IP + TCP), not taking into account PDCP RoHC. We would propose that there is a minimum requirement for a certain UE category but each UE is allowed to signal a higher value. We think that this limit at TX side can be easily observed, much easier than observing the L2 buffer space capability, as the TX side needs only to count all RLC SDUs already put into a MAC TB. 

Proposal 2: The UE may signal in its capabilities higher values for UL and DL as demanded by its category.

From the examples above, the “web surfing” use case gives the most likely case of UE usage that has not a predetermined traffic shape. We could calculate the number of PDCP SDUs per TTI using the distribution that we have obtained empirically. As for a category 1 UE a full-sized IP frame does not fit into a MAC TB, we could dimension the minimum requirement based on the smallest TCP/IP packet not taking into account small UDP packets (20+8+n [payload] bytes). Not taking RLC and MAC headers into account, we could estimate for a category 1 UE for the downlink: 

10296 bits / 8 bits/byte / 40 bytes ≈ 32 SDUs/TTI

And for the uplink:


5160 bits / 8 bits/byte / 40 bytes = 16 SDUs/TTI

These values seem far too high for the lowest UE category, but could provide a guideline for the worst case

If we consider TB sizes that can carry at least one full sized IP frame, we could consider symmetric traffic type for UL and DL and take into account that TCP will acknowledge in the slow-start phase (before the TCP segment window opens fully) and in case selective ACK is deployed each single data packet. So we could dimension the number of SDUs as the number of full size IP frames that fits into a maximum sized TB plus the TCP ACK packets for each of the full sized IP packets in the reversed direction. 

In [7] the influence of HARQ and the burst of UL data due to the reordering function in RLC on the number TCP ACKs were discussed. If we are looking for the worst case, we will find that it happens when the UE gets scheduled a DL in every TTI whereas the HARQ retransmission is only required for a single HARQ process out of 8. Once the retransmission was successful, TCP will certainly not see a burst of data as described in the contribution. Rather, as the PDCP decryption implementation has a maximum processing capability and one would not over-dimension an implementation, the described peak is averaged. If one over-dimensions the capability by 100%, so twice the actually required one, TCP would see in the worst case just 15/8th of the normal traffic for the next 8 TTIs. So the ACK burst is actually not such high as described in the contribution.
Considering the empirically derived distributions and in order to conclude on reasonable numbers, we propose to simply add the number of possible (Ethernet) maximum sized IP frames that fit in maximum sized MAC TB(s) and the respective number of TCP ACK from the opposite direction. To provide some margin, we have rounded the number to the next multiple value of 5.

This margin should provide not too much restriction, especially for the category 1 UEs, to the eNB scheduler in case a peak of SDUs originating from DRBs (data and control) and SRBs happens. Especially for category 1 UE, we should not set the limits too high. If we would do so, we would loose the benefit of allowing cost efficient implementations of low-cost UEs (for simple mobile handsets) by forcing the UE chipset vendors to over-dimension the protocol CPU and the associated memory bandwidth that will increase the power consumption and so decrease the talk and standby time.
So we propose (taking proposal 2 above into account that the UE can signal a higher value) for UE categories values similar as in [3] but based on the new TB sizes as seen in [6]:

Proposal 3: An UE shall be able to process the number of PDCP SDUs in DL and UL respectively as given in the table below.

	UE Category
	Maximum number of DL-SCH transport block bits received within a TTI
	Number of 1500 byte IP packets per TTI in DL
	Maximum number of UL-SCH transport block bits received within a TTI
	Number of 1500 byte IP packets per TTI in UL
	Sum of fitting UL and DL IP packets and associated TCP ACKs
	Minimum number PDCP SDUs per TTI in DL the UE can process
	Minimum number PDCP SDUs per TTI in UL the UE can process

	Category 1
	10296
	1
	5160
	1
	2
	5
	5

	Category 2
	51024
	5
	25456
	3
	8
	10
	10

	Category 3
	102048
	9
	51024
	5
	14
	15
	15

	Category 4
	150752
	13
	51024
	5
	18
	20
	20

	Category 5
	302752
	26
	75376
	7
	33
	35
	35


Table 2 UL/DL minimum requirements

The limitation of the number of PDCP SDUs per TTI will in turn also apply an implicit limit on the RLC header extension part and allows so to derive a CPU load limit.

In case that RAN2 considers that the numbers are not sufficiently high enough (and we should apply a higher margin by rounding up to another integer multiple), we would propose alternatively (or in addition to the then agreed numbers) that, especially for the benefit of low-cost category 1 UEs, that SDUs originating from SRBs and PDCP control PDUs are not considered for this capability. This will lead to a considerably lower required capability to process DRB SDUs while not loosing the possibility for the eNB to transmit control PDUs / SRB data in the same TTI. 

Proposal 4: PDCP SDU carrying control information or SRB payload are not considered for the UE PDCP SDU processing capability.
In order to agree on numbers to allow an implementer to derive the UE processing requirements, and considering that there might be upcoming applications that will be somehow suffer from the limits set, we would propose for the release 8 on the smaller numbers and in case they are turn out being not sufficient for certain new applications, to increase them in the following release 9 of the specification. 

Proposal 5: For release 8 of the specification, we propose to agree on the reasonable low numbers in order to allow for cost efficient UE implementations and so fast deployment of LTE networks.

5. Conclusions

In this contribution, we have presented our views on the number of PDCP SDUs per TTI the UE is capable to process. We have proposed that the UE shall support a minimum value but may signal the capability to sustain a higher value. Moreover, we should save the capability to allow for low-cost class 1 UEs.
In case RAN2 can agree to the proposals above, we will be happy to provide the derived table as text proposal for 36.306.
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