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1 Introduction

In the original LS from RAN2 (R2-082895) RAN2 suggested the UE autonomously send a Service Request  to re-establish the radio bearers following a Radio Link Failure.   RAN2 received an LS response from CT1 (R2-083804/C1-082800) about after a RLF in which CT1 expressed some concerns.  
This document discusses the topic further and proposes a way forward.

2 Discussion
RAN2 had agreed for some simplifications in the re-establishment procedure.  For example, UE will only make one attempt for a re-establishment, the network will release the connection for many scenarios which are not common but could happen – for example, if the cell is not prepared, if the security algorithms are different, etc.- for which the  UE will choose an acceptable cell .   It was felt that it would be acceptable to go through an RRC-Idle transition for these cases.   A typical Idle to active transition would only take about 100ms.

However, RAN2 noted at that time that if there was only downlink data, the network will have to page the UE to re-establish the connection which could add additional delay of the order of seconds.   This would be especially significant for real time services such as voice calls which could effectively drop during these transitions. 
2.1 Addressing CT1 comments

CT1 felt that paging delay is typically of the order of  3 or 4 seconds and a service interruption of this duration should not lead to user intervention.   However,  timer T311 value should also be included to the paging delay for a total estimate of the interruption time as discussed below.   An interruption of the order of 5s may or may not lead to user intervention but delays of the order of 5 seconds is certainly bordering on acceptable interruption time and will clearly increase the “dropped” call probability leading to poor KPIs.    

CT1 also felt that 

· The introduction of procedures to trigger a Service Request after an indication of RLF to obtain the UP in anticipation there might be DL data is viewed as a potentially inefficient use of UP resources, given the allocated resources would not be used in the absence of DL data.

However, it should be noted that these bearers existed prior to the RLF and were there for a reason.   The Service Request procedure here should be seen as a “recovery” procedure and hence re-establishment of bearers which were considered necessary prior to recovery does not need to be considered “inefficient” use of resources.
Further CT1 is concerned that:

· 
The "specific case of radio failure to NAS, so that NAS can initiate the recovery procedure in both cases" will require the introduction of new procedures for unsuccessful handling, thus impacting current NAS procedures. CT1 is unsure if there would be a sufficient gain to justify this change.
RAN2’s original intention to just inform the NAS about the RLF to trigger a Service request procedure.   It was expected that the service request procedure including failure handling will remain unchanged.    So RAN2 had not foreseen any significant increase in the specifications or procedures other than the interaction between NAS and AS which was expected to be captured in RRC spec.  However, see below for more details.   

CT1 also raised the point that this could result in a serge in Service request procedures from multiple users after a recovery from RLF such as when a train comes out of a tunnel.  
· 
In case of users in trains or city metros, if an entire trainload of UEs were to trigger Service Requests after an indication of RLF (happening as the train goes into and out of a tunnel) in anticipation of DL data, the network will be subjected to a flood of Service Requests. This spike in signalling load to the network nodes should be avoided.

This is addressed in more detail below.  
Additionally CT1 also asked RAN2 the following question on how the MME is made aware of the RLF and possible data that is sent to the original cell.  

Besides, CT1 would like to know if there exists use cases where the UE performs radio link failure recovery on a target cell and the MME is not aware of the target cell where the UE has arrived. In this case when DL data arrives, NW will pass the DL data to the eNB to deliver out through the source cell If such a case can RAN2 confirm how long is the duration that the MME is unaware and can that duration be shortened.
The “source” eNB considers the UE as moved to RRC-Idle when T311 expires and sends an S1-AP UE Context Release message to the MME to indicate the failure of the radio link.   As per the currently defined procedure, no indication is provided to the MME until the UE goes to Idle after T311 expiry.   The UE is allowed access to another cell after expiry of T304 or T310 (which also triggers the start of T311 timer).   Hence if there is only downlink data to the UE, then it certainly possible that this data until T311 expires will be lost (for a transition to RRC-Idle) and eNB sends a S1-AP UE Context Release message to the MME and only after that a paging message is triggered and a fresh connection established.

This is also another reason for the need for UE initiated recovery procedure.
2.2 Handling tunnel scenarios 
From the above discussion, one concern raised by CT1 is the surge in Service request load of a train coming out of tunnels.   This may be a valid concern especially if it a network policy to keep users in RRC connected for long period of time and hence there could be large number of RRC connected users.  Some possible solutions to mitigate the problem are discussed below.
1) Depend on existing mechanisms: Mechanisms already exist to handle these peak loads.  In any case an operator will have to provision the network to handle additional traffic in these cells with or without the RLF recovery discussed here.  

2) Limit SR recovery procedures to users with GBR flows.  This will limit the number of Service request messages that are issued by the UEs and will address the requirements of the most critical services.   This solution can be entirely contained in the NAS specs and is not very unlike the specific handling of GBR flows that are used in UMTS.  
3) Additional mechanisms could be considered – such as only by users with that were in active communication.   In this case, active communication must be defined.  This definition may not be easy since it will need to be “testable”.   Examples could be  “UL or DL data within the last x ms”.   Or “data in the L2 buffers at the time of RLF”.
This is not meant to be an exhaustive list but just meant to show that several techniques exist to address this SR case.   It is not the objective of this document is to propose or finalise such optimisations.  

2.3 Further discussion on the use case for UE initiated RLF 

The above discussion addressed concerned raised by CT1, and it also seems clear that if there is a scenario where there is only downlink data, a RLF can lead to an increased call drop rate.  

However there is always some additional complexity required and it is still worth having a closer look at the use case.  The main case to consider then is whether there is likelihood of having only downlink data.
Typical cases where is likely hood of significant downlink data are FTP download sessions, video streaming sessions, and voice conference calls or even calls where only one person is predominantly talking .   In all these cases, there is a likely hood of uplink control frames.   But this or may not happen at the time of RLF.
From the above, there can be expected to be cases where depending on UL traffic may not be sufficient.

3 Conclusion and proposal
The document discussed the motivation of UE initiated Service Request procedure for RLF recovery even if there is no UL data.  The issues raised by CT1 are addressed and the additional complexity can be considered minimal.   However, this will be needed only for services that don’t have uplink traffic over a period.  While this may not be that frequent, the risk of dropped calls and this being a key KPIs for operators, it may be justifiable complexity.
It is proposed to discuss and agree on a way forward in RAN2.

