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1. Introduction

This document identifies some issues connected with the update of system information.  In general, the theme is that a change to system information is more disruptive to UE operation and more burdensome to UE implementations than is strictly necessary; this contribution argues that these effects can be ameliorated with fairly minor specification impact.
2. Reception outages
2.1.
Description of the problem

When the system information changes, the UE needs to consider its stored SIBs invalid until new ones are received.  In connected mode, only the MIB and SIBs 1 and 2 are involved, so the resulting outage does not look very serious, especially as system information changes should be a fairly rare event.  Even in idle mode, although it may take a considerable time for the UE to “collect” all the SIBs, the UE should be able to resume any potentially time-critical procedures (e.g., RACH) in fairly short order as the SIBs directly related to them arrive.
However, since the same mechanism is now used for notifications of system information change in idle and connected mode, any change alerts all UEs.  If we assume that most system information changes are to the neighbour lists (and hence of no interest to connected-mode UEs), then it seems a bit perverse to accept any outage at all for connected UEs.

Moreover, the outage for both connected and idle UEs may be significantly longer than might be expected.  In a recent exchange of liaison statements between RAN2 and RAN1, it became clear that RAN1 consider time diversity to be an important feature for reception of SIB1; that is, a UE that requires more than one of the four equally-spaced repetitions of SIB1 before it can decode it successfully is not an abnormal case, and the handling of system-information reception should take such UEs into consideration.
What this principle actually implies for the subject at hand depends on the scheduling of system information.  If the SI-2 window is scheduled immediately after the first repetition of SI-1 (as in Figure 1, overleaf), then any UE that does not receive SI-1 successfully from that first repetition will experience an outage on the same order as the SI-2 repetition cycle.  (Note that buffering the contents of the SI-2 window for later decoding is not a very attractive option, since the UE does not actually know when the window occurs until it has decoded SIB1—to be absolutely sure of buffering the correct data, it would need to buffer the entire downlink until it decoded SIB1 successfully, then interpret the window and discard the “extra” data before actually decoding SIB2.)
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Figure 1: Long outage due to a missed SI-1 repetition
Of course, Figure 1 does not represent the only possible scheduling; the SI-2 window could be delayed until after the second repetition of SI-1, for instance, so that the UE in the figure was able to receive SI-2 immediately after its successful reception of SI-1.  On the other hand, in this case all UEs would be forced to wait an extra ~20 ms to receive SI-2 (at all times, not just after a modification!), and those UEs that required the third or fourth repetition to receive SI-1 still would not receive the benefit.
If SIB2 actually changed in the system information modification, it is of course inevitable that UEs would need to receive SIB2 before resuming operation, and some fraction of UEs will for various reasons be unable to receive the first transmission of SIB2 and be delayed for an extra cycle.  It is futile to try to eradicate this problem completely.  However, if the change does not actually concern SIB2, even the brief outage to receive the first repetition is operationally unnecessary, and the occasional longer outage as shown in Figure 1 is positively objectionable.  In particular, if most system-information changes affect the “idle-only” SIBs, then all connected-mode UEs are being placed at risk of such a “long outage” for no benefit.
2.2.
Solutions
There are several possible approaches to the problem identified above:

0. Accept the impact (no action).
1. Use multiple value tags.  (There need not be one value tag per SIB; e.g., there could be one tag for all the connected-mode SIBs, which would prevent connected UEs from disruption due to changes affecting only idle UEs.  In addition, the value tags could be shorter than the “master” value tag; at 1 bit, they would essentially become the same as “changed at last update” flags.)
2. Use separate SI-RNTIs for idle/connected UEs.
3. Signal which SIBs have changed, either in an early SIB or in the body of the paging message that indicates the modification.
We consider “Solution” 0 to be inadequate when the impact of the problem and the low costs of the other solutions are considered.  Solution 2 has already been considered and not adopted in RAN2, and the group may prefer not to reopen the question.  We therefore suggest that solutions 1 and 3 should be the main objects of consideration.
Proposal 1: RAN2 should evaluate the problem of reception outages and decide between Solution 1 (multiple value tags) and Solution 3 (indication of changed SIBs).
3. Implementation impact of updates

3.1.
Description of the problem

As already noted, when a SIB does change, the absence of any mechanism to indicate which SIBs have changed means that the UE must receive all the SIBs (that are needed for its current state).  Moreover, once the UE has received a SIB, it still has no means to determine if the contents of that particular SIB have changed.  As a result, the implementation must either behave as if all SIBs have changed and need to be overwritten, or walk the parse tree of each SIB comparing fields.

Both of these approaches are inconvenient for the UE implementation; the “silly walk” through the message fields has an obvious impact, but even the seemingly simpler approach of overwriting the SIBs wholesale is not as straightforward as it appears.  Since changes in some fields would be functionally disruptive, the UE should somehow be sensitive to which fields these are, and check each of them individually to determine if its value has changed—otherwise the disruption to services of any change in the SIBs becomes the same as the disruption from changing every single field in every SIB.

For instance, if a parameter in any SIB (but not related to the RACH) changed during an ongoing RACH procedure, the UE would either overwrite the RACH parameters with “new” (but identical) values from SIB2, and assume that the RACH parameters had changed and the ongoing procedure needed to be aborted, or compare the “new” and “old” RACH parameters individually to determine that they had not changed.  The same analysis would apply to a variety of procedures and parameters; most obviously, a “false change” to fundamental PHY parameters would cause a disruption to almost any ongoing service.
We therefore assume that, at least for certain fundamental parameters, the UE would be expected to detect whether they had actually changed to prevent gratuitous service disruption.  However, it is not obvious which parameters this implied requirement should affect, and in any case the requirement itself is inelegant compared to providing a small amount of information to narrow the impact of a system information change.  The next section indicates how this information could be provided.
3.2.
Solutions
If one of the (odd-numbered) proposals from Section 2.2 is adopted, the problem will be largely solved; the UE will still need to take careful action regarding which fields have changed in a SIB that did change, but the amount of processing is reduced and the problem of completely unnecessary outages (as in the RACH example of Section 3.1) is avoided.

In the absence of such a solution to the problem of Section 2, it would still be possible to control this implementation problem with a small amount of information contained in each SIB, e.g., an internal “value tag”—not signalled outside the SIB, but used after reception of the SIB to determine if the contents have changed so as to require the implementation’s stored values to be updated.  The other solutions of which we are aware, such as a “changed SIBs” bitmap, overlap with the proposals of Section 2.
Proposal 2: If Proposal 1 is not accepted, RAN2 should consider whether to adopt signalling allowing UEs to determine after receiving a particular SIB if its contents have changed in the most recent system information modification.
4. Conclusion

This contribution promulgated the following proposals:
Proposal 1: RAN2 should evaluate the problem of reception outages and decide between Solution 1 (multiple value tags) and Solution 3 (indication of changed SIBs).
Proposal 2: If Proposal 1 is not accepted, RAN2 should consider whether to adopt signalling allowing UEs to determine after receiving a particular SIB if its contents have changed in the most recent system information modification.
