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1. Introduction

The handling of Integrity Protection (IP) check failure is still FFS in the current specification. In [1] the following text can be found.

…at reception it verifies the integrity of the PDCP PDU by calculating the X-MAC based on the input parameters as specified above. If the calculated X-MAC corresponds to the received MAC-I, integrity protection is verified successfully, otherwise the interaction with upper layers is FFS.
In this document, we discuss the handling of IP check failure in E-UTRAN.
2. Problem description
IP check failure could happen due to the following very rare events.

· De-synchronization of input parameter(s) to the algorithm (e.g. COUNT, IK) between network and UE
· False detection of successful CRC in the physical layer

In UTRA RRC, it is specified that the UE shall ignore the message for which IP check has been failed. This seems to suggest that the UTRA specification relies on the network implementation to take an appropriate action when security problem is detected. Most likely network behaviour in this case is to release the RRC connection.
In case of security failure it is appropriate to use RRC CONNECTION RELEASE on CCCH message without IP so that the message will not be discarded by the UE due to IP check failure. However this tool is not available in E-UTRA (i.e. RRC Connection Release is always IPed and sent on DCCH).

It is our view that a tool needs to be available for the network to recover from security failure for the robustness of the protocol, even thought the occurrence of such an event is very rare.

3. Solutions

3.1. Introduction of RRC Connection Release on CCCH (solution 1) 

This is a method based on IP check failure in the uplink as in UTRAN. No means to for the system to detect an IP check failure in the downlink is provided.
3.2. UE autonomous entering to idle mode (solution 2)

This is a downlink centralized method that is to rely on the UE to detect IP check failure and entering idle mode autonomously after a certain criterion is met. In this solution the UE tries to send a RRC failure message to the network to inform the occurrence of the IP check failure.
It would be sensible here to provide a means to prevent the UE from going to idle mode only after a single detection of IP check failure because the IP check failure can happen with the false detection of CRC. This can be solved by having a criterion that the UE only enters idle mode after detecting IP check failure X time(s) during period Y.
Alternatively the criterion can be such that the UE enters idle mode after consecutive X IP check failure detections during period Y. X could be 1 and Y could be the entire duration of the RRC connection.
It should be noted that this mechanism automatically brings about the ability for the network to release the RRC connection in case of IP check failure in the uplink. That is, upon failure detection in the uplink, the network can send (multiple instances of) RRC Connection Release message. The UE will enter idle mode regardless of whether or not the IP check in the downlink fails.
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Figure-1:  Solution 2

3.3. Using RRC connection re-establishment procedure (solution 3)

This solution is to try to possibly recover from the security failure situation by relying on the COUNT value reset and KeNB change taking place at RRC connection re-establishment procedure. Additionally this solution takes the advantage of RRC Connection Re-establishment Reject message being transmitted on CCCH.
In this solution, the UE initiates (most likely, intra-cell) RRC connection re-establishment procedure when the UE has detected IP check failure in the downlink. The COUNT value is reset in PDCP and KeNB is re-derived during the procedure.
RRC Connection Re-establishment Complete message is security protected and therefore the network can decide what to do next. If the network wishes to release the RRC connection, the network can transmit RRC Connection Release message. If the IP check fails again in the downlink for the RRC Connection Release message, the UE again initiate the RRC connection re-establishment procedure, upon which the network can chose to release the RRC connection by sending RRC Connection Re-establishment Reject message.
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Figure-2:  Solution 3
Alternatively, the network could chose not to fix the security problem right after looking at the “short MAC-I” in the RRC Connection Re-establishment Request message which could tell the integrity of the original key that the UE has been using.
3.4. Summary of solutions
The following table summarizes each solution. The “overall system complexity” indicates the complexity of overall system (network and the UE) behaviour of each solution. The specification impact mainly indicates the complexity in the UE side.

For example the solution 3 is reasonably simple from the UE point of view (thus less specification impact), but the overall system behaviour relies significantly on smart implementation of the network. On the other hand the solution 2 relies upon the UE behaviours which need to be specified, but overall system behaviour is relatively straightforward. 
	
	Solution 1
	Solution 2
	Solution 3

	Pros / Cons
	Cons

· Does not address the IP check failure in DL
	Pros

· Addresses IP check failure both in UL and DL
	Pros

· Addresses IP check failure both in UL and DL
· Security failure recovery

	Overall System complexity
	Low
	Medium
	High

	Specification impact
	Medium

· Introduction of RRC Connection Release sent on CCCH (i.e. Architecture change)
	High

· IP check failure indication from PDCP layer

· Transmission of RRC failure message after IP check failure

· Security failure detection (e.g. X times during Y) and transition to idle mode
	Medium

· IP check failure indication from PDCP layer

· Initiation of RRC connection re-establishment procedure after IP check failure detection


4. Conclusion
In this document we discussed issues with the handling of IP check failure and proposed possible solutions. RAN2 is kindly asked to discuss the issues and agree on a solution.
We are happy to prepare a TP once a solution is agreed by the group.
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