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1. Introduction

In RAN2#61 at Sorrento, it was agreed
· To use RRC re-establishment procedure when UE detects an RLC problem
· To have RLC re-establishment procedure per RB when network detects an RLC problem for DRB

And the latter was captured in 5.2.9.3 of  36.331 as a flag: 
2>
for each drb-Identity value included in the drb-ToAddModifyList that is part of the current UE configuration (DRB reconfiguration):

3>
reconfigure the PDCP entity in accordance with the received PDCP-Configuration IE;

3>
if the rlc-ReestablishmentRequest is included, re-establish RLC for the corresponding DRB;

In this document, we discuss an issue that re-established RLC entity may receive RLC PDU generated before RLC re-establishment.

2. Discussion
2.1. Erroneous delivery of RLC PDU after RLC re-establishment

During RLC re-establishment indicated from eNB side, eNB/UE RLC are re-established per DRB, and SN for the re-established DRB is reset to zero. However, this approach has 2 issues:

· 1: Issue caused by independent operation between RLC re-establishment and MAC HARQ
Since MAC HARQ independently runs during RLC re-establishment procedure, eNB/UE RLC may receive RLC PDU generated by the peer before RLC re-establishment even after the RLC entity is re-established.
· 2: Issue caused by different timing of RLC re-establishment between UE and eNB 
Since the timing to re-establish RLC entity is different between UE and eNB, the peer (UE in this case) may receive RLC PDU even after the RLC entity is re-established. 
Consequently, if such erroneously received RLC PDU falls within receiving window, it may cause unexpected RLC behaviour or security de-synchronisation in PDCP. Note that in Rel-6 UMTS HSDPA/HSUPA, since RESET and RESET ACK were delivered to the RLC entity from MAC in order during RLC reset procedure, and since the traffic was suspended once reset procedure is initiated, such problem was not experienced.
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Figure 1 UE’s reception of RLC PDU generated before RLC re-establishment

2.2. Possible alternatives for this issue

In order to address the these issues, several approaches can be considered;

Alternative 1: To leave it as it is

Considering RLC problem is rare and RLC PDUs outside of the receiving window are discarded, one can think it may be sufficient to detect the erroneously delivered RLC PDU from e.g. invalid FI value or invalid PDCP header field.

However, since receiving window size is a half of the SN space, erroneously received RLC PDU will fall within receiving window at 50% probability. We do not think it is sufficient to rely on the invalid header values.

Alternative 2: To reset HARQ and suspend the eNB RLC of the re-established RB during RLC re-establishment

In order to avoid such delivery of RLC PDU, straight forward approach would be to reset HARQ and suspend the RLC entity in eNB during RLC re-establishment procedure. Note that loss of the RLC PDUs other than the re-established RB relies on ARQ of RLC. This can be realised as follows;

Step1) Once RLC re-establishment procedure is initiated, eNB resets MAC and suspends traffic on the RB. Then eNB sends RRC CONNECTION RECONFIGURATION to indicate RLC re-establishment

Step2) UE resets MAC as well as RLC when it is indicated to re-establish RLC, and responds to eNB in RRC CONNECTION RECONFIGURATION COMPLETE

Step3) eNB re-establishes RLC when it receives response from UE and then eNB resumes traffic on the re-established RB

As indicated above, this approach requires eNB to suspend RLC entity, which is not currently defined. However, this does not require any special handling for UE side. Note that this approach aligns with current RAN2 agreement for recovery from RLC problem detected by eNB.

Alternative 3: To use intra-cell handover
In order to achieve synchronous RLC reset and MAC reset in UE and eNB, this approach is to use the existing intra-cell handover. This approach does not need any special handling in both eNB and UE side.

Alternative 4: To use the same approach as RLC problem detected by UE side
This approach is to use the same approach as the recovery from RLC problem detected by UE side. i.e. RRC connection re-establishment procedure.  In order to initiate UE’s RRC connection re-establishment procedure from eNB side, one can consider to use RRC CONNECTION RELEASE indicating UE RRC to initiate RRC connection re-establishment procedure, or RRC CONNECTION RECONFIGURATION with e.g. T302 = 0.

However, this apparently requires additional procedure: UE initiates RRC connection re-establishment procedure triggered from eNB. We think this can not be justified for this error case.

Alternative 5: To continue downlink RLC SN in eNB side

Instead of resetting HARQ, eNB uses continuous value for RLC SN used before RLC re-establishment and indicate the value to UE in RRC CONNECTION RECONFIGURATION. UE uses it after it re-establishes RLC entity. By doing so, erroneously received RLC PDU falls outside of receiving window.

Note that this approach requires additional signalling from eNB to UE to synchronise RLC SN to be used for the re-established RLC entity. We do not think additional signalling and complexity can not be justified for this rare scenario.

Based on the above discussion, we propose

Proposal: To adopt alternative 3: “to use intra-cell handover for recovery from RLC problem”. If alternative 3 is not agreeable by RAN2, we propose to adopt alternative 2: “To reset HARQ and suspend the eNB RLC for the re-established RB during RLC re-establishment”
2.3. Another scenario that this issue may happen

The same issue may happen when eNB release a DRB but RRC connection is not released, and eNB immediately establishes a DRB with the same logical channel id. Since MAC independently continues its HARQ operation, RLC may receive RLC PDU generated before the entity is released. However, this only happens when eNB establishes a DRB with the same logical channel before all the HARQ process finishes delivery of their data (20-30ms should be enough) Therefore, we do not think something needs to specify for this case.
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Figure 2 DRB establishment immediately after DRB release

3. Conclusion
We discussed an issue that re-established RLC entity may receive RLC PDU generated before RLC re-establishment. We propose;

Proposal: To adopt alternative 3: “to use intra-cell handover for recovery from RLC problem”. If alternative 3 is not agreeable by RAN2, we propose to adopt alternative 2: “To reset HARQ and suspend the eNB RLC for the re-established RB during RLC re-establishment”
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