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Introduction
During the RAN2#61bis meeting it has been decided that during handover, i.e. whilst the timer Timer_Flush is running PDCP SDUs are only sent to upper layers if they are available in sequence. The purpose of the contribution is to analyze the impacts of this decision on the delay at handover, and the constraints of setting the value of Timer_Flush.
Discussion
Due to the different possible network architectures forwarding of PDCP SDUs that have already been transmitted to the UE but not necessarily received is an optional feature in the network. The network behaviour in the case of data forwarding is shown in [1] and copied here for information:
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Figure 1: Intra-MME/Serving Gateway HO
In order to maintain the order of the packets received from the serving gateway, and in order to maintain synchronization of the COUNT values the Packets forwarded after the step 8 will contain the PDCP SN if they have already been allocated, or they are forwarded without a sequence number if a PDCP SDU had not yet been transmitted to the UE by the source eNodeB.
An “End Marker” is sent after the last packet has been sent from the serving gateway to the source eNodeB when the serving gateway performs the path switch as shown in step 14. This ”End Marker” is forwarded as well from the source eNodeB to the target eNodeB when the last packet has been sent from the source eNodeB. In order to transmit the packets to the UE in the same order as they have been received in the serving gateway the target eNodeB has to wait for the reception of the last packet from the source eNodeB in order to determine the Sequencec Number of the first PDCP SDU received from the serving gateway directly. 
Therefore packets received by the target eNodeB from the serving gateway can not be transmitted prior to the reception of the last forwarded packet from the source eNodeB.
Other scenarios
Two error cases have to be addressed for the case of the data forwarding over the X2 interface:
Loss of packets

Loss of a packet on the X2 interface typically happens in the case that data is discarded on one of the routers when they are forwarded from the source eNodeB to the target eNodeB.
We consider that this is a rather rare case, but that this case will happen from time to time. 
Out of order delivery of packets over X2
This happens mainly in the case that the path in the IP network changes, e.g. when the routing table is changed. It is our understanding that in a typical network this scenario should basically not happen.
Out of sequence delivery of packets to the UE due to handover.
In the case of handover the source eNodeB is not aware of the data received in the UE due to the delay in the transmission of the RLC status from the UE to the eNodeB, and thus packets are retransmitted to the UE from the target eNodeB that the UE has already delivered to the application.
Optional data forwarding
Depending on the network architecture an operator may choose to not perform data forwarding between all eNodeBs, or for all bearers. Therefore for some bearers data forwarding may not be proposed to the target eNodeB by the source eNodeB, or the target eNodeB may not request it. In that case, although the target eNodeB is aware of this situation the consequences are the same as for the case of the packet loss over X2 interface.
Behaviour in the different cases
A detailed example of the handover is given in Figure 2.
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Figure 2: Example of handover

In Figure 2 the example of a handover is shown. In the case that the data in step 8 and 14 is received in the target eNodeB in sequence, and no packet is lost then the packets are forwarded to upper layers as soon as they are available.
The Scenarios are the followings:

	
	Behaviour with re-ordering in the UE
	Behaviour without re-ordering in the UE

	Out of order delivery on the X2 interface. Example: In step 8 packet 4 is received in the target eNodeB  prior to packet 3.
	The target eNodeB will transmit the packets in the order 2, 4, 3, 5, …
The UE will delay the transmission of packet 4 to upper layers until the packet 3 is received
	Alternative A:
The target eNodeB transmits the packets 2, 4, 3. The UE will discard the packet 3 due to the discard window.
Alternative B:
The target eNodeB discards the packet 3 at reception, and transmits the packets 2, 4, 5, …
Alternative C:
The target eNodeB will delay the transmission of packet 4 until the packet 3 is received.

	Loss of packets on the X2 interface
	The target eNodeB will transmit the received packets from the serving gateway based on the end marker received from the source eNodeB. The UE will delay the transmission of packets buffered in the PDCP entity and packets received from the target eNodeB to upper layers until the expiry of the timer Flush.
	Case A, new data is available:
The target eNodeB sends the next available packet. The UE delivers the packet and other packets buffered in the PDCP layer immediately to higher layers.
Case B, no new data is available:
The UE will delay the transmission of the buffered data until the timer expiry.


Risk of COUNT de-synchronization / setting of the TIMER_FLUSH
The COUNT values will be de-synchronized in the case that the PDCP layer in the UE receives a packet from the RLC layer after the expiry of the FLUSH_TIMER that is not strictly in increasing PDCP SN order. This may happen due to the fact that the amount of data to be forwarded from the source eNodeB to the target eNodeB is not known. Furthermore the delay for the transmission from the RLC layer to the PDCP layer depends on the successful reception of all RLC SDUs, and thus can not be easily controlled in the target eNodeB. Thus PDCP SDUs that have been forwarded on the X2 interface, and that my already have been received in the UE may still be stored in the RLC entity when the timer Timer_Flush expires.
In the case that re-ordering is performed in the target eNodeB, or alternatively the eNodeB discards out-of-order received PDCP SDUs on the X2 interface the TIMER_FLUSH that controls how long the discard window is applied only has to cover the out of order delivery to the PDCP layer that occurs due to the fact that the source eNodeB can not know exactly the PDCP SDUs that the UE has received.
In the case that re-ordering is performed in the UE the Timer_FLUSH, in addition to the out of order delivery due to the handover also has to cover the case of the out-of-order delivery on the X2 interface.
Therefore it is our understanding that the TIMER_FLUSH has to be set more conservatively for the case that the re-ordering is performed in the UE.
Conclusion
In the analysis we have found that in the case that reordering is not performed in the UE PDCP entity, there are three different implementations for the target eNodeB:
· Alternative A:
The target eNodeB transmits the packets as received on the X2 interface (i.e. potentially out of order). The UE will then discard the packets received out of order due to the discard window. The TIMER_FLUSH has to be set conservatively. This will imply some packet loss in the application. We believe that this is an extremely rare case.
· Alternative B:
The target eNodeB discards the out of order packets at reception, and transmits only in sequence packets. The TIMER_FLUSH can be set more aggressively. This will imply some packet loss in the application. We believe that this is an extremely rare case.
· Alternative C:
The target eNodeB will perform reordering and delay the transmission until out-of sequence packets have been received. This may imply some delay in the case that some packets have already been received in the source eNodeB.
It is our understanding that the Alternative B allows a very simple eNodeB implementation, as well as an aggressive timer setting.
In the case that the reordering is performed in the UE PDCP entity we find the following drawbacks:
· The TIMER_FLUSH will have to be set conservatively in order to account for the uncertainty of the transmission delay of packets between the PDCP entity of the source eNodeB and the target eNodeB.
· In the case of packet loss on the X2 interface all packets buffered in the PDCP entity and packets received from the target eNodeB will only be transmitted to higher layers when the FLUSH_TIMER expires.
· In the case the source / target eNodeB choose to not perform data forwarding all packets buffered in the PDCP entity and packets received from the target eNodeB will only be transmitted to higher layers when the FLUSH_TIMER expires.
We propose to revisit the decision on the use of the re-ordering in the UE based on the above, and to replace the changes in 5.5.1.2.1 in R2-082185 by the changes below.
Proposed changes
5.5.1.2.1
Activation and procedure

When a PDCP PDU associated with a PDCP Sequence Number is received from lower layers the UE shall:

-
if received PDCP Sequence Number – Last_Submitted_PDCP_RX_SN > Reordering_Window or 0 <= Last_Submitted_PDCP_RX_SN – received PDCP Sequence Number < Reordering_Window:
-
if received PDCP Sequence Number > Next_PDCP_RX_SN:
-
decipher the PDCP PDU according to 5.3, using COUNT based on the value of the variable RX_HFN - 1 and the value of the PDCP Sequence Number contained in the SN field of the PDCP PDU header;
-
else
-
decipher the PDCP PDU according to 5.3, using COUNT based on the value of the variable RX_HFN and the value of the PDCP Sequence Number contained in the SN field of the PDCP PDU header;

-
perform header decompression, if configured as specified in 5.2.5;
-
discard this PDCP SDU;

-
else if Next_PDCP_RX_SN – received PDCP Sequence Number > Reordering_Window:

-
increment the variable RX_HFN by one;

-
use the COUNT based on the value of the variable RX_HFN and the received PDCP Sequence Number contained in the PDCP SN field for deciphering the PDCP PDU;

-
set the variable Next_PDCP_RX_SN to received PDCP Sequence Number + 1;

-
else if received PDCP Sequence Number – Next_PDCP_RX_SN > Reordering_Window:

-
use the COUNT based on the value RX_HFN – 1 and the received PDCP Sequence Number contained in the PDCP SN field for deciphering the PDCP PDU;

-
else if received PDCP Sequence Number >= Next_PDCP_RX_SN:

-
use the COUNT based on the value of the variable RX_HFN and the received PDCP Sequence Number contained in the PDCP SN field for deciphering the PDCP PDU;

-
set the variable Next_PDCP_RX_SN to received PDCP Sequence Number + 1;

-
if the variable Next_PDCP_RX_SN is larger than the Maximum_PDCP_SN:

-
set the variable Next_PDCP_RX_SN to 0;

-
increment the variable RX_HFN by one;

-
else if received PDCP Sequence Number < Next_PDCP_RX_SN:

-
use the COUNT based on the value of the variable RX_HFN and the received PDCP Sequence Number contained in the PDCP SN field for deciphering the PDCP PDU;

- 
if the PDCP PDU has not been discarded in the above:

-
perform header decompression and deciphering as indicated in subclauses 5.2 and 5.3 for PDCP PDUs received from lower layers. 

-
if a PDCP SDU with the same PDCP Sequence Number is stored:

-
discard this PDCP SDU;

-
else:

-
store the PDCP SDU for later delivery;


-
submit, in ascending order of the associated COUNT value, that PDCP SDU, all stored PDCP SDUs if any, with consecutive associated COUNT values and all stored PDCP SDUs if any, with lower associated COUNT values  to upper layers;



-
set the variable Last_Submitted_PDCP_RX_SN to the PDCP Sequence Number of the last PDCP SDU delivered to upper layers
Annex:
[1]
TS 36.300, Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN), Stage 2
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