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Summary
This contribution points out that at the expiration of the Flush_Timer for AM data bearers, out of sequence and duplicate delivery and data loss may occur. This could be defeating the Stage 2 commitment for AM data bearer not to have out-of-order delivery after HO. The problem is due to interactions between RLC and PDCP, namely because both run in-sequence delivery windows at the same time. This situation may arise when the arrival times of retransmitted PDUs and the Flush_Timer end up not being well matched, which could happen because the Flush_Timer cannot be set too high without risking an increase in latency.
The simplest and probably best solution is just to have one window running, and in this case, that would be PDCP layer running a reordering window, while RLC does immediate (i.e. potentially out-of-sequence) delivery.

However, this contribution looks at a solution for fixing the robustness of the of the PDCP protocol, within the current paradigm. The goal is eliminating out-of-sequence and duplicate delivery and reducing/eliminating some of the data loss.

2

Discussion
When the Flush_Timer expires for an AM data bearer after HO, the RLC buffer may contain certain undelivered PDCP PDUs, which, when finally delivered to PDCP, after PDCP has delivered the PDUs in the reorder buffer to upper layers, could result in PDCP delivering out-of order/duplicates/data loss. This is due to the fact that RLC delivers in-sequence to PDCP, which means that RLC could postpone delivery of some PDCP PDUs.

Example (please note that all the PDCP PDUs will be received by the UE at the MAC layer, but because of shortcomings in operation and “bad luck” in time alignment some will be dropped, resulting in data loss):


0. Current Next_PDCP_RX_SN  
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1. PDCP PDU SNs in reordering buffer (from source eNb):
4, 7, 10

2. PDCP PDU SNs retransmitted by the target eNB: 


2, 3, 4, 5, 6, 7, 8, 9, 10, _, 12
3. PDCP PDU SNs delivered by MAC to RLC:



_, _, 4, _, _, 7, 8, 9, 10, _, 12 (held in RLC buffer)

4. Flash_Timer expires: PDCP delivers to upper layer:

4, 7, 10 


- Current text/no-restructuring proposal: (Next_PDCP_RX_SN stays at 1 ) 



- Restructuring proposal (Discard_Window becomes 10)


5. HARQ succeeds on 2, 3, 5, 6, 11 which are delivered by MAC to RLC 


6. - Current text/no-restructuring proposal 

One-by-one delivery RLC -> PDCP -> upper layer:
2, 3, 4, 5, 6, 7, 8, 9, 10,11,12 

Therefore the upper layer receives in this order: 4, 7, 10, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,12. This is a PDCP/RLC protocol error. It is possible that the reception of the first 4, 7, 10 at the TCP/IP layer may be interpreted as data loss, triggering TCP/IP ARQ and flow control and causing additional traffic and delay.
- Restructuring proposal:

All the PDUs 2-10 are delivered RLC-> PDCP but PDCP discards them as being below the Discard_Window.

Therefore the upper layer receives in this order: 4, 7, 10.This is NOT a PDCP/RLC protocol error, but just a poor outcome (large data loss). The TCP/IP layer will interpret as data loss, triggering TCP/IP ARQ and flow control and causing additional traffic and delay.
Possible solution: 

Upon Flush_Timer expiration PDCP signals RLC to immediately deliver in order all the stored PDCP PDUs. Changes start with step 4:

4. Flash_Timer expires: PDCP signals to RLC to deliver immediately, and, for Current text/no-restructuring proposal for RLC to advance its receiving window 

5. RLC delivers in order to PDCP:







4, 7, 8, 9, 10, 12
6. PDCP eliminates duplicates and delivers to upper layers: 4,7,8,9,10,12 (Next_PDCP_RX_SN becomes 13, Discard_Window becomes 12 )

7. SN 2,3,5,6,11 will be discarded at the RLC when received because of the window advance in the Current text/no-restructuring proposal or at PDCP in the Restructuring proposal because of the Discard_Window value.

Note: For Current text/no-restructuring proposa,l if RLC does not advance its receiving window and ends up delivering 2,3,5,6,11 to PDCP, PDCP will erroneously advance the RX_HFN, desynchronizing the deciphering.
Therefore the upper layer receive in this order: 4,7,8,9,10,12  which is in-order delivery without duplicates, as a robust PDCP protocol committed to do. For the Restructuring proposal more PDUs are delivered than before, therefore the data loss is somehow reduced, but not eliminated. However the TCP/IP will detect the data loss, triggering TCP/IP ARQ and flow control and causing additional traffic and delay anyway. 
 (A way to solve both problems: out-of-order delivery with duplicates and data loss is to get the RLC to perform immediate delivery (i.e. out-of-sequence) and move the reordering operations entirely to PDCP as a permanently running reordering window). 

 Table below provides a comparative summary:



	
0. Current Next_PDCP_RX_SN  
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1. PDCP PDU SNs in reordering buffer (from source eNb):
4, 7, 10

2. PDCP PDU SNs retransmitted by the target eNB: 


2, 3, 4, 5, 6, 7, 8, 9, 10,11,12
3. PDCP PDU SNs delivered by MAC to RLC:



_, _, 4, _, _, 7, 8, 9, 10,_,12
4. Flash_Timer expires: PDCP delivers to upper layer:

4, 7, 10 

	PDCPAlternative Version
	Final delivery by PDCP to upper layers
	Not delivered PDUs
	Possible TCP/IP perception of data loss
	Comment

	“Current / No Restructure”
	4, 7, 10, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,12.
	None.
	2,3,5,6,8,9 11,12 if delivered too late
	Delivery with duplicates and out of sequence

	“Current / No Restructure”    with this fix*
	4, 7, 8,9,10,12
	2,3,5,6,11
	2,3,5,6,11
	Correct in-sequence delivery w/o duplicates;

Requires RLC advances receiving window

	“Restructure”
	4,7,10
	2,3,5,6,8,9,11,12
	2,3,5,6,8,9,11,12
	Correct in-sequence delivery w/o duplicates

	“Restructure”    with this fix*
	4, 7, 8,9,10,12
	2,3,5,6,11
	2,3,5,6,11
	Correct in-sequence delivery w/o duplicates

	* Note: This fix requires that PDCP signals RLC upon Flush_Timer expiration


Note: If RLC AM receiving entity is modified to always perform immediate (i.e. potentially out-of-sequence) delivery and the PDCP permanently (i.e. not only after HO) runs a reordering window, the data loss could be reduced or eliminated. The gain would come from the fact that a permanently running window can better set the value for the Flush_Timer, at least theoretically, than the fixed Flush_Timer ordered by the eNb at HO.

Two pseudoCRs, providing exact textual modifications:, one for the PDCP and one for RLC, and covering the fix described in this contribution are also being submitted.
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