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1. Introduction

At RAN2#61 it was agreed that the UE upon transmission of RA msg3 would monitor PDCCH until expiry of a supervision timer to, e.g., enable the reception of a contention resolution message. To this end a MAC Contention Resolution Timer was introduced.

It was further agreed to work out a proposal for how Contention Resolution for the RRC Connection and Re-establishment Request access cases, at that time handled by RRC, could be moved to MAC. The objective being to  enable fast processing of the contention resolution message in the UE to meet the rather strict HARQ feedback delay requirements without unnecessarily restricting MAC multiplexing. CRs for both MAC and RRC specifications were output from an email discussion held after RAN2#61 and submitted to RAN#39.

At RAN2#61 a number of further aspects of the MAC/RRC interaction w r t Random Access failure handling were highlighted needing further discussion:

1. relation between MAC Contention Resolution Timer and RRC timers T300 and T301

2. failure handling and procedure repetition

a. power ramping handling

b. back-off handling

3. counting of attempts
4. possibility to align procedures for different access cases

It was decided to continue discussion by email.

2. Current model
Considering that contention resolution is handled by MAC for all cases, the Random Access Procedure (for contention-based access) is currently modelled as follows:

A. RRC_CONNECTED (except Connection Re-establishment case)
1. RA Preamble transmission

· MAC repeats preamble transmission until RA Response is received;
· MAC performs power ramping;
· MAC handles back-off.
2. RA Response reception

3. Msg3 transmission

· MAC includes C-RNTI MAC Control element;
· MAC repeats procedure upon failure (preamble counting, power ramping and back-off handling continues).

4. Msg4 reception

· MAC handles contention resolution;
· MAC Contention Resolution Timer terminates contention resolution if no msg4 is received;
· MAC repeats procedure after lost contention (preamble counting, power ramping and back-off handling continues).
B. RRC_IDLE and Connection Re-establishment cases
1. RA Preamble transmission

· MAC repeats preamble transmission until RA Response is received;
· MAC performs power ramping;
· MAC handles back-off.
2. RA Response reception

3. Msg3 transmission

· RRC includes UE Contention Resolution Identity;
· MAC informs RRC of failure;

· RRC reinitiates MAC procedure upon failure (preamble counting and power ramping are restarted; Back-off agreed to be performed, but currently not implemented in spec).
4. Msg4 reception

· MAC handles contention resolution
· MAC Contention Resolution Timer terminates contention resolution if no msg4 is received;
· RRC has timers T300 and T301 which duplicate the functionality of the MAC contention.resolution timer;
· RRC reinitiates MAC procedure after lost contention (preamble counting and power ramping are restarted; Back-off agreed to be performed, but currently not implemented in spec).
The model is summarized, on a high level, in Table 1 and Figure 1 below.
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Figure 1: Case A - RRC_CONNECTED (left);
Case B - RRC_IDLE (right). The charts are intended to indicate the structure on a high level and might contain errors. 
A more detailed illustration of the MAC side of the procedures (DL data resuming not included) is provided in Annex A. 
Table 1: Summary of RA procedure handling.
	Phase
	Function
	MAC
	RRC
	Note

	1. RA Preamble transmission
	Procedure repetition
	A + B
	
	

	
	Power ramping
	A + B
	
	

	
	Back-off
	A + B
	
	

	
	Counting
	A + B (preamble tx counting)
	
	

	2. RA Response reception
	
	A + B
	
	

	3. Msg3 transmission
	Inclusion of CR Id
	A
	B
	

	
	Procedure repetition
	A 
	B
	

	
	Power ramping
	A  (continued)
	
	

	
	Back-off
	A 
	
	Agreed but not yet implemented for Case B

	
	Counting
	A (continued preamble tx counting)
	B (V300?)
	

	4. Msg4 reception
	Contention resolution
	A + B
	
	

	
	Timer
	A + B
	B
	

	
	Procedure repetition
	A
	B
	

	
	Power ramping
	A (continued)
	
	

	
	Back-off
	A
	
	Agreed but not yet implemented for Case B

	
	Counting
	A (continued preamble tx counting)
	B (V300)
	


3. Concerns and open open issues

At RAN2#61 concern was raised regarding functionality duplicated in MAC and RRC, agreed functionality not yet captured as well as some open issues. The merits of aligning the RA procedure for different access cases to reduce complexity and error cases was also highlighted.
3.1.  Contention Resolution Timers

Contention resolution timers exist in both MAC and RRC. From the summary in Section ‎2 it appears that the RRC timers T300 and T301 are no longer meaningful after the move of contention resolution from RRC to MAC and the introduction of the MAC CR Timer. It would appear that timers T300 and T301 can be removed without loss of functionality.
3.2. Failure handling and procedure repetition
The RA procedure can fail at several different points, e.g., before RA Response reception, during Msg3 transmission and at Msg4 reception, and for several reasons. For UEs in RRC_CONNECTED (except the re-establishment case) the MAC layer handles all cases in a consistent fashion. For UEs in RRC_IDLE (and for the re-establishment case) the responsibility for failure handling is split between MAC and RRC as illustrated in Section ‎2. This split of responsibilities results in a number of issues, the handling of which has not yet been concluded; e.g:

· Which layer takes care of back-off between successive RRC triggers of the MAC RA procedure?

· How shall power ramping be handled between successive RRC triggers of the MAC RA procedure? Shall power ramping be continued or restarted? Which layer handles this?

For the RRC_CONNECTED case (Case A) it is agreed and captured that (within a RA procedure) power ramping is continued (not restarted) after failures. Unless there are particular reason to believe that the RRC_IDLE case (Case B) has significantly different requirements, it would seem straightforward to apply the same behaviour for Case B as for Case A; i.e., continue rather than reset the power ramping after Msg3 transmission failure and after Contention Resolution failure.

3.2.1. Layer for back-off and power ramping

Regarding which layer shall handle back-off and continuation of power ramping, it can be noted that MAC keeps no state information between two MAC RA procedures. The MAC RA procedure starts with a more or less clean slate each time it is invoked. Back-off is agreed to be applied to all preamble transmissions except the first one; i.e., also when retrying after failed transmission of Msg3 and after lost/failed contention. In effect this means that for MAC to handle back-off and continuation of power ramping for Case B, introduction of MAC states seem to be needed as well as providing MAC with information about whether the RA request is for a first attempt or for a retry.

For RRC to handle back-off and power ramping continuation, the overload or back-off control information would need to be passed up to RRC. Continued power ramping can be modelled by RRC adjusting the PREAMBLE_INITIAL_RECEIVED_TARGET_POWER and PREAMBLE_TRANS_MAX parameters between successive triggerings of the MAC RA procedure.

If alignment of the RA procedures for Cases A and B is agreeable, special handling can be avoided.

In summary, the behaviour can be captured in either MAC or RRC or by consolidating the RA procedure and its failure handling in the MAC layer for all access cases. Alignment and consolidation of the RA procedure would have the additional benefit of an overall reduction of system complexity.
3.3. Counting of attempts

For Case A, the maximum number of RA attempts is controlled by the PREAMBLE_TRANS_MAX parameter and counted autonomously by MAC.

For Case B, the maximum number of RA attempts can be controlled by RRC adjusting the PREAMBLE_TRANS_MAX parameter between successive triggerings of the MAC RA procedure, but would require feedback from MAC regarding the number of attempts made by the previous invocation.

If the RA procedures for Cases A and B are aligned and contained in MAC the maximum number of RA attempts is controlled by the PREAMBLE_TRANS_MAX parameter and counted autonomously by MAC.

3.4.  Alignment of RA procedures
From Table 1 and the preceding discussion, it appears that the main differences between Cases A and B, from a RA perspective, is:

· The need to include the CR Identity in the RRC message for Case B due to size limitation of Msg3;
· RRC handles retransmission of Msg3;

· RRC primary control variable is the #of contention resolution phases instead of the #of preamble transmission attempts.
Since the CR identity for Case B is included in a MAC SDU it does not have direct impact on the RA procedure failure handling. MAC retransmission of Msg3 for Case B should be equally feasible as MAC retransmission of Msg3 for Case A. A consistent behaviour is beneficial. The benefit of independent control of the #of contention resolution phases is unclear. 

By letting MAC handle retries after failed transmission of Msg3 and lost/failed CR for all access cases, conditional and duplicated handling can be significantly reduced and the overall RA procedure simplified. 
4. Discussion
4.1.  Objectives

There seem to be a general understanding that there would be benefits in:
· Unifying the RA procedure across various use cases.

· Handling of Contention resolution, Power ramping, Back-off and Retransmissions in MAC.

· Supporting cell re-selection for connection establishment and re-establishment cases.

· Unifying failure handling; No need for special handling of different failure causes in higher layers.

· Unifying triggering; No need for special handling of different triggers in MAC.

4.2.  Baseline approach
There further appears to be a rough consensus regarding a baseline framework consisting of :
· MAC, for all access cases until a Cond_R is met, performs steps 1-4:

· 1) Preamble TX; 2) RAR reception; 3) Msg3 TX; 4) Msg4 reception including checking contention resolution

· MAC handles Contention Resolution timer for all cases; i.e., T300/301 are not needed.

· RRC can abort MAC RA procedure

· RRC can trigger cell re-selection before new access attempt

As a potential drawback of handling retry after lost/failed contention in MAC was mentioned that it would make it difficult to know exactly how many msg3/4 cycles were spent. Potentially also capturing, in the specifications, of cell re-selection handling could become more involved. It was clarified that for typical power ramping configurations, the number of preamble transmission attempts could be expected to be close to the number of msg3/4 cycles.
4.3.  Open issues
Some issues are still open and views tend to differ between companies regarding: 
1) Definition of Cond_R;

2) Need for N300/301;

3) When to allow cell re-selection;

4) Handling of wait time;

5) Handling of SR repetition;
6) Retransmission of msg3;

some of which were only recently identified. A summary of the different alternative solutions brought forward in the online and offline discussions follows. Illustrations provided in the discussion are attached in Annex B. 
4.3.1. Cond_R
Alternative definitions of the termination condition include:

· Terminate when reaching Maximum Power – The re-attempts performed autonomously by MAC are limited by the maximum power rather then by the number of preamble transmissions (nevertheless 2 or 3 attempts with max power could be considered). This reflects the basic assumption that also a contention failure detected by msg4 is caused by too low power. 
· Terminate when reaching a Maximum #of preamble transmission attempts –  This is the current behaviour. A condition based on a counter ensures that the termination point can be uniquely defined.

· Teminate at expiry of a timer – The use of timer enables finer control of the time dimension of the access procedure, but can lead to unnecessesary abortion of plausibly successful attempts. Support for this proposal was withdrawn by the proposing company. 
· Endless attempts until success or interrupted by higher layer – This alternative is a variant of the other alternatives where Cond_R is not a strict termination condition. When Cond_A is met, MAC indicates a ‘RA problem’ to RRC. This indication is similar to the L1 ‘out-of-sync’ indication used to trigger start of RLF timers. While the ‘out-of-sync’ indication provides information about a DL condition, the ‘RA problem’ indication provides information about an UL condition. This is a useful means to detect problem cases where the UL is bad although DL is still working. A ‘RA problem’ indication would typically trigger start of RLF timers or similar while the MAC RA procedure continues until it succeeds or is interrupted by higher layers.
A view was expressed that the size of grants provided for contention-based access should be variable in size and that therefore msg3 retransmission should not be attempted by MAC, but rather always left to higher layers. Thus, one additional Cond_R proposal was made:

· Terminate when reaching a Maximum #of preamble transmission attempts or when contention is lost. –  This corresponds to changing the behaviour in RRC_CONNECTED state (Case A) to align with the behaviour in RRC_IDLE state (Case B).

4.3.2. Need for N300/301
Are N300/301 needed or can higher layer retries be handled by NAS?
N300:
Since, with a MAC RA procedure which spans multiple contention resolution cycles, the probability of failed random access should be very low unless the UE is moving out of the cell and re-selection is performed, it would seem sufficient to rely on the MAC loop and not retry on RRC level, but indicate cell change to NAS upon cell re-selection; i.e., RRC can try once, evaluate cell re-selection criteria and report cell-change to NAS.
Retries upon expiry of T302 (wait time) was mentioned to possible require keeping N300. This is related to the handling of “wait time”, see below.
NOTE: Although retries after connection reject and retries after lost contention currently share the same counter N300, wait time and retry after Connection Reject appears to be not so related to handling of Random Access so should perhaps be handled separately.

N301:
It was expressed that the need for N301 depends on whether re-establishment should be attempted in only one cell or in more than one cell. It was mentioned that, since for every re-selection the success rate of re-establishment would seem to decrease (i.e., due to the likelyhood to find a prepared cell more than one tier away from the last serving cell decreases with the distance), it may be desirable to try re-establishment in only one cell and if that fails go via idle.
A concern was expressed that if the RA procedure fails (i.e., if Cond_R terminates the RA procedure; rapporteur’s note) without a re-selection, RRC should be able to restart a RA procedure. For this case N300/301 may still be needed.
4.3.3. When to allow cell re-selection
The question was raised when cell re-selection would be permitted. Current agreement appear to be that cell re-selection can be performed prior to RRC retry, which seem to approximately translate to when Cond_R is met. The view was expressed that with MAC RA procedure also spanning the contention resolution phase, this would seem to give less opportunities for re-selection than before and that some mechanism to allow intermediate re-selection might therefore be useful. Such a mechanism would seem to add some complexity but this was not discussed in detail. Views vary. The preferred point of cell-reselection if allowed during a MAC RA procedure seemed to be before next preamble transmission attempt.
4.3.4. Handling of wait time

Wait time (T302) is controlled by the eNB and aims to avoid that the UE retries too quickly after receiving an RRC Connection Reject.

For the case where RRC tries RA only once in a cell, it was suggested that RRC could, in order to ensure that the UE does not retry too quickly upon reject, implement the wait time prior to indicating cell change to NAS.

It was commented that retries after RRC Connection Reject is an AS issue and does not seem to be appropriate to defer to NAS. Another comment was that it might be better to indicate failure immediately to NAS, instead of waiting until wait timer expiry. NAS may have certain timers or retry mechanisms. The eNB would seem to not have control of these potential timers or retry mechanisms though.

NOTE: Although retries after connection reject and retries after lost contention currently share the same counter N300, wait time and retry after Connection Reject appears to be not so related to handling of Random Access so should perhaps be handled as a separate issue. 
4.3.5. Handling of SR repetition
The SR procedure in TS 36.321 v8.1.0 appears to trigger only a single RA cycle to PREAMBLE_TRANS_MAX.  In case this cycle does not succeed, there is currently no other trigger a new RA-SR than the arrival of higher priority data. Would there already be data of the highest priority in the buffer, no new SR will be triggered. Thus, there appear to be a need for some form of persistency of the RA and/or the SR procedure(s).
Four approaches have been proposed:

· Endless repetition of RA-SR (until success or interrupted by higher layers): This solution treats RA-SR similar to D-SR, but has no inherent support for continuing power-ramping and back-off across multiple attempts.
· Endless RA procedure (until success or until limited by Cond_R or interrupted by higher layers): This can be seen as corresponding to current behaviour.

· Endless RA procedure (until success or interrupted by higher layers): Similar to the ‘repetition of RA-SR’ solution, this solution provides persistency in case of e.g. repeatedly failing contention resolution. In addition, it ensures that power-ramping and back-off is continued across all attempts. With this solution it is proposed to redefine Cond_R such that when met, MAC indicates a ‘RA problem’ to RRC. An Endless RA procedure does not provide full procedure alignment between UL and DL data arrival. 
· Retriggering of BSR: retriggering of BSR was proposed as an alternative to retriggering of SR to avoid losing the BSR in case retransmission of msg3 is the responsibility of higher layers (RLC/RRC); BSR is not lost if retransmission of msg3 is done by MAC.
NOTE: Retries for DL data arrival agreed to be an eNB issue. DL data arrival attempts are not endless; Stopped by timer or counter threshold; 

4.3.6. Retransmission of msg3
After lost or failed contention (msg3 or msg4), the payload of msg3 needs to be retransmitted. Thus, the question arise which protocol layer handles retransmission of/buffers this data. While it seems straightforward to rely on RLC retransmission, this is not supported for RLC UM and RLC TM. For bearers transported over UM or TM (e.g. SRB0/CCCH) either MAC or layers above RLC must buffer this data. Buffering in MAC requires less inter-layer signaling.

For maximum commonality it was suggested that MAC would buffer and retransmit data for all cases. It was, noted, however, that due to the possibility that a grant given in response to a retry after lost contention is smaller than the grant given for the first msg3 transmission attempt, this would not always work. It was clarified that if the size of grants for contention-based access is static, the problem would not occur.

For contention-free access the data to be transmitted in msg3 would remain in the RLC (or higher) layer until a dedicated grant (only for this UE) is available for the transmission of msg3. Thus, no retransmission of this data would be needed as part of the RA procedure. It was noted that retransmission for handling of residual HARQ errors is not an inherent responsibility of the RA procedure.

For contention-free access and preamble expiry, the data will at the time of the preamble expiry still be sitting in the RLC (or higher) layer and can after expiry, hence, with no apparent loss of generalization be treated as if the access would have been contention-based from the beginning.

As an alternative approach, it was suggested that MAC could handle buffering/retransmission of RLC UM/TM and RLC handle buffering/retransmission of RLC AM data, possibly aided by a local NACK mechanism. 

Presented, but not really proposed, was also to (in an antithetical way) consider contention loss the equivalent of a HARQ NACK. Until Msg4 is received, the UE had the chance of a winning Msg3 go through, just like normal HARQ. It just happened that there was an interfering user, causing the received SIR to degrade. Contention loss/win was not destined at RA response reception but was only a result of the received SIRs at the eNB. If the UE loses contention, it may terminate the HARQ process before reaching the max number of retx, but this can be handled in the same fashion as if would the max number of retx have been reached. Then, an alternative would be to model the RA procedure as 1 Msg3/4 cycle, i.e., aligning case A to case B instead. This can be an alternative if we feel that maintaining power ramping and back-off across Msg3/4 cycles is not so important and the aim is just to align the procedure for all cases. One drawback with this alternative is that it would increase the residual HARQ error rate and, hence, the packet loss rate for RLC UM data, to the 10^-2 range which may not be acceptable.
It was later proposed that if it is considered important with dynamic size of the grants given for contention-based access, it would be necessary to let all retransmissions be handled by higher layers. The RA procedure would then be modeled as a single Msg3/4 cycle. This model would allow rebuilding Msg3 for each Msg3/4 cycle but result in RLC UM data loss, as described above, or need for additional retransmission functionality in higher layers. Handling of power ramping and back-off across Msg3/4 cycles would, if needed, appear less straight forward.  
4.4.  Proposed overall solutions
Observations:

· Definition of Cond_R (1) and Handling of SR repetition (5) are tightly connected and somewhat related to Retransmission of msg3 (6).

· Provided that the identified basline framework is agreeable, the Need for N300/301 (2) appears to be more or less independent of (1), (5) and (6).

· Also the issue of When to allow cell re-selection (3) seem to be similar for different approaches to (1), (5) and (6),

· Handling of wait time (4) is unrelated to RA and only related to (2) in terms of sharing the same counter.
The open issues and the proposals made have been grouped according to the above relations in the following tables which summarize the alternatives within each group:
	
	A1
	A2
	A3
	A4 (WITHDRAWN)

	Cond_R (1)
	#of preamble transmission attempts [triggers RA problem indication]
	Maximum power; 2 or 3 attempts with maximum power could be considered
	#of preamble transmission attempts
	Timer; value depending on access case 

	Handling of SR repetition (5)
	Endless RA procedure; Cond_R triggers indication of RA problem to RRC
	RA failure handling in the SR procedure, potentially including outer-loop back-off for SR.
	Endless repetition of SR 
	RA procedure limited by Timer

	Retransmission of msg3 (6);

NOTE: contention-free case naturally handled by RLC for all alternatives
	MAC buffer; Static grant size for contention-based access 
	RLC for RLC UM and AM. Triggered by a local NACK, RLC rebuilds the msg3 RLC PDU with same SN; RRC for RLC TM;
	MAC buffer;  Static grant size for contention-based access
	MAC buffer;  Static grant size for contention-based access


	
	A5
	A6
	A7

	Cond_R (1)
	# of preamble transmission attempts
	#of preamble transmission attempts or lost/failed contention resolution, whichever occurs first
	#of preamble transmission attempts

[terminates RA procedure]

	Handling of SR repetition (5)
	No strong view (?) as long as back-off and power-ramping is maintained across attempts.
	See below.
	Endless RA procedure; Cond_R terminates RA procedure.

	Retransmission of msg3 (6);

NOTE: contention-free case naturally handled by RLC for all alternatives
	MAC except for case with reduced grant and RLC AM bearer for which  retransmission is handled with local NACK.
	Depending on access cause:

For CCCH and BSR retrigger CON (RE-EST) REQ and BSR, respectively;
For DCCH: RRC retransmission;
For DTCH: RLC for RLC AM;  RLC UM dropped. 
	MAC buffer;  Static grant size for contention-based access 


	
	
	

	Need for N300/301 (2) [RA aspect]
	Not needed
	Needed


	
	
	

	When to allow cell re-selection (3)
	When Cond_R is met
	During RA procedure [suspending the RA procedure]


5. Summary and proposed way forward
While working towards a more homogeneous and consistent overall Random Access framework, a number of aspects and potential open issues were identified and discussed. On some points most companies appear to share the same view and it is proposed to first agree on these:

Proposal 1:
For all access cases, MAC performs RA procedure steps 1-4 (Preamble TX; RAR reception; Msg3 TX; Msg4 reception including checking contention resolution) until a condition Cond_R is met.

Proposal 2:
MAC handles Contention Resolution timer for all cases; i.e., T300/301 are not needed.
Proposal 3:
RRC can trigger cell re-selection, at least, before new RRC access attempt.

Proposal 4:
RRC can abort MAC RA procedure.
On other points (When to allow cell re-selection; Need for N300/301; Handling of wait time; Retransmission of msg3/Handling of SR repetition (i.e., layer for contention loss handling); Definition of Cond_R; Handling of back-off and power ramping.) views were more diverge and no consensus reached; possibly to a large extent due to different assumptions regarding need and/or benefits.
Proposal 5:
To structure the continued discussion and aid in agreeing on an overall solution, it is therefore proposed to discuss the assumptions and first try to answer some underlying questions as outlined in the following:
Question 1:
Need the size of the grant for contention-based access be fully dynamic or is it sufficient to have, e.g., cell-specific value?

Question 2:
Is cell-reselection needed after each lost contention or only after Cond_R?

· With collision probability in the order of 10^-2, is the typical delay including msg3/4 much different from only power ramping? What is the probability of a much longer delay?

Question 3:
Are RRC retry counters needed besides, possibly, for contention loss handling?
· Are multiple attempts in case of RRC Connection Reject needed? Is it sufficient that RRC executes wait-time before indicating failure to higher layer?
· Are multiple re-establishment attempts needed?

· For other cases?
Some further questions regarding the involvement of higher layers in the handling of contention loss:

Question 4:
Should higher layers (RRC/RLC) be involved in contention loss handling or should this preferably be kept in MAC?

· Do we want RLC to perform RLC retransmission for UM based on local NACK?

· Should MAC state be introduced for continuing e.g. power ramping after lost contention?
· Is it sufficient that MAC performs the back-off before indicating failure to higher layer?

· Do we want RLC to supervise RA in RRC_CONNECTED?

Question 5:
If RRC/RLC are to be involved in contention loss handling:

· Is it preferred that they are involved in every contention loss, or only after a number of contention losses (e.g. based on PREAMBLE_TRANS_MAX)?
Question 6:
If RRC/RLC are not to be involved in contention loss handling:

· Is there a problem with a timer running in RRC and interrupting, e.g., an endless RA (e.g. T310 for Re-establishment, T_handover for handover)?
With answers to the questions above, the aim is to conclude on an overall solution. 

Proposal 6:
It is proposed to agree on a random access solution closing as many as possible of the open issues: When to allow cell re-selection; Need for N300/301; Handling of wait time; Retransmission of msg3/Handling of SR repetition (i.e., layer for contention loss handling); Definition of Cond_R; Handling of back-off and power ramping.
6. Annex A – Illustration of MAC RA procedure
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Figure 2: MAC Random Access procedure without handling of DL data resuming.
With respect to Figure 2, it was commented that:
1. For downlink data arrival, if dedicated preamble is used, the random access procedure is ended after UE receive random access response. And in this case, no uplink grant will be included.
2. For case B, if the transmission of message 3 failed or contention resolution failed, UE will not increase the PREAMBLE_TX_COUNTER immediately since this could also be the last time. so the arrow shall be directed to the conditional box where the PREAMBLE_TX_COUNTER is checked.
3. If back-off is applied, the random preamble may not be transmitted in the "next" preamble occasion. It shall be a "computed" preamble occasion.

A corresponding update of the figure was proposed as depicted in Figure 3 (Annex B). 

Regarding point 3, it was clarified that "compute and apply back-off" already covers the waiting part. 
Further, with respect to the proposed Figure 3, it was pointed out that we have not agreed yet (hence the email discussion) that after Msg3/4 failure, whether MAC always handles RA procedure retries or MAC informs RRC of the failure and leave retries to RRC. So what is shown in Figure 3 is if we assume MAC retries. For illustration of the difference, two figures were provided: Figure 4 (RRC retries) and Figure 5 (MAC retries) in Appendix B.

7. Annex B – Illustrations provided during the discussion

7.1.  Proposed updates to Figure 2 in Annex A
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Figure 3: Proposed update of illustration of MAC RA procedure.
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Figure 4: llustration of current MAC RA procedure; different handling for RA triggered by higher layer.
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Figure 5: Illustration of MAC RA procedure if MAC handles retry after Msg3/4 failure.

7.2.  Summary of a view expressed in the discussion
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Figure 6: Overall interaction between RRC down to MAC in triggering the RA procedure.
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Figure 7: Loop of the MAC RACH procedure.
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Figure 8: Outlines various possibilities after sending msg3.
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Figure 9: Illustrates how this model handles the handover failure case.
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