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1 Introduction

With the introduction of flexible RLC PDU in the UL, the UE will be allowed to transmit RLC PDUs of various sizes between a minimum and maximum RLC PDU size.  In this contribution we present a potential problem that can occur with memory utilization and transmission/reception buffers overflows for UL transmission at high data rates when flexible RLC PDU is configured.  
In addition, this contribution introduces a number of alternatives that can be used to prevent buffer overflow for flexible RLC PDUs in the UL.  

The discussion and proposals in this contribution deal mainly with the uplink since in the downlink the network can use any mechanism to avoid buffer overflows and these mechanisms do not need to be specified.

2 Discussion
The transmission and reception window state variables of the RLC AM entities are used mainly to prevent Sequence Number (SN) ambiguity and to avoid buffer overflows.  This is performed by maintaining a RLC window size in terms of number of PDUs (i.e. sequence numbers).  If more PDUs than the configured window size need to be transmitted, RLC window stalling occurs and no new data is transmitted until the lower end of the window is advanced.  

Memory in the UE is a precious resource that needs to be properly managed and careful attention must be placed to ensure that memory capabilities are not exceeded.  Similarly, care must also be taken not to overflow the reception buffers at the RNC.  
UEs have different memory capabilities and in order to ensure proper and reliable operation at high data rates minimum memory requirements are defined.  UEs supporting high data rates (i.e. category 15-18) have a minimum buffer requirement of 400 kBytes [2].  The minimum buffer requirement to support only UL transmission, at a maximum rate of 11.5 Mbps with a round trip time of 100 ms, is approximately 140 kBytes.
For fixed RLC PDU size configuration the configured window size (i.e. number of SN allocated) can easily be used to indicate the window size in bytes.  Therefore as long as the window sizes are set within the UE’s buffer capability and the window size limit is respected, buffer overflows will be prevented.  However, with the introduction of flexible RLC PDU each RLC PDU can be of a different size, depending on channel conditions, grants, and implementation.  Accordingly, determining a window size in terms of number of PDUs that will ensure memory capabilities are not exceeded becomes ambiguous and difficult.   

Assuming a high data rate and a maximum RLC PDU size of 400 bytes (the maximum supported could be up to 1500 bytes), the UE would exceed its buffer capability as soon as 358 PDUs are transmitted.  Even at a more conservative maximum RLC PDU size of 150 bytes, the memory capabilities would be exceeded at 930 RLC PDUs.  It is clear from this example that the window size limitation (i.e. 2049) will not prevent a buffer overflow at high data rates.   The buffer overflow problem is aggravated when the maximum RLC PDU size is configured to be very high.
The network may configure the RLC window size to be of a smaller value according the calculations provided above however this may result in RLC window stalling at lower RLC PDU sizes.    Therefore, an additional mechanism to avoid buffer overflows would be desirable to allow for efficient and reliable RLC operations.

Proposal 1:  Agree that a mechanism to prevent buffer overflows for UL transmission is required
3 Proposed solutions
3.1 Window management in bytes

The first option is to define a transmission window in terms of Sequence Numbers and also in terms of the number of bytes of outstanding RLC PDUs.  Therefore, in addition to the current VT (MS), VT(S), and VT (WS), a new state variable can be defined that keeps track of the remaining window size in number of bytes.  This is a very deterministic approach, where the transmission of the new RLC PDUs is not allowed if the buffer space has been exceeded.  The use of this mechanism will always guarantee the avoidance of buffer overflows.
However, this approach increases the complexity associated with tracking the amount of outstanding data accurately.  The transmitter has to keep track of the size of the outstanding RLC PDUs and subtract the size associated to the RLC PDU when removed from the transmission buffer when an acknowledgment is received or a RLC SDU is discarded
Option 1:  Maintain a byte based window in addition to a SN based window
3.2 Polling triggers
The overflow of transmission and/or reception buffer can also be avoided if proper poll triggering criteria is defined and configured.  
Polling is used to avoid RLC window stalling and request RLC Status Reports in order to allow the RLC to advance the window.   A number of different polling mechanisms can be configured by the network, which include: 
· Window based polling – a request is sent when the utilized window in terms of number of PDUs exceeds a configured threshold.
· PDU count based polling – a request is sent every Poll_PDU PDU.
Both of these triggers can be used to avoid window stalling due to the transmitter running out of sequence numbers, however for flexible RLC PDUs this triggering criteria will not help to prevent overflowing the transmission/reception buffers for UL transmission due to lack of memory.
While these mechanisms to avoid stalling are still required, for flexible RLC PDUs a new polling criteria can also be defined to avoid memory overflow.  
A status report request can be triggered when the window utilization in terms of buffer occupancy exceeds a configured threshold.  This is equivalent to window based polling but instead of considering the number of PDUs the transmitter considers the number of bytes occupied by the outstanding data in the transmission buffer.  This solution suffers from the same disadvantages of the byte based window approach.  The transmitter has to keep track of the size of both transmitted and acknowledged data.  Therefore, even though this approach would avoid window stalling due to memory limitation, the added complexity may not justify the means.  
Option 2a: Define a new polling criterion that triggers a poll when the number of bytes of outstanding data exceeds a configured threshold.
Another approach that is easier to implement and to test is to define a new polling criteria that triggers a poll every N transmitted bytes.  This approach is easier to implement because the UE does not need to keep track of the size of all outstanding RLC PDUs and does not need to take into account the received Status Reports.
The transmitter is only required to add to the count the number of bytes transmitted.  The byte count can consider both new and retransmitted data or only newly transmitted data. 
Even though the additional complexity associated with this approach is minimal, a disadvantage is that frequent polling requests may be generated when a large number of data is transmitted, even though the UE is receiving status reports.  Nonetheless, the additional overhead of this method is relatively low.   The transmitted byte based polling was the mechanism chosen in LTE to prevent buffer overflows in the UE.
Option 2b:  Define a new byte based count polling criteria that triggers a poll every N transmitted bytes
3.3 Network controlled 
A third option is to let the network ensure that memory requirements at the UE and the network are never exceeded.  The network can estimate the UE transmission buffer utilization based on data received and autonomously send a status report without the need of UE triggering a poll request.  While this approach can work, the following drawbacks exist as identified in [3]:

1. The network may not be able to estimate UE transmission buffer accurately.

2. If the transmission buffers are shared among different RBs, the network would need to track the buffer status of individual RBs from the same UE and combine the information.
3. Since the network side algorithm will not be specified, UE behavior when the transmit buffer becomes full will need to be specified.  These alternatives will be more complex to specify.
4. Polling/status reporting operation will vary from network to network and potentially from RNC to RNC, depending on implementation. Therefore, network controlled status reporting will not allow for appropriate testing, buffer management, and most importantly for a deterministic behavior. 

Option 3:  Have a network controlled algorithm that prevents UE buffer overflows
4 Conclusions

Based on the discussions presented in the contribution we propose:

Proposal 1:  Agree on the problem identified in this contribution and agree that a method is required to mitigate buffer overflows

Proposal 2:  If it is agreed that a mechanism to prevent buffer overflow is required, agree on one of the proposed options presented in this contribution
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