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1. Introduction

This document examines some open issues related to the structure of the SB and the UE behaviour required to receive system information.
2. Discussion

2.1. Single vs. multiple windows
The discussion during RAN2#60bis left open the possibility of having “multiple windows” for different SIBs.  In our understanding, this phrase should be read as “multiple window sizes”; that is, a large SIB might require more scheduling flexibility, and hence a larger window, than a small one.

However, it was also agreed that there is no segmentation, and each SIB should fit in a single transport block.  In this light, we see no particular benefit to having separate windows, and suggest that all SIBs use a common window size (at least as a “strong working assumption” until a reason emerges to do otherwise).
Proposal 1: All SIBs have transmission windows of the same size.

2.2. UE behaviour to receive a single SIB
With a single window size, the transmission of system information proceeds roughly as shown in Figure 1.
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Figure 1: Transmission of system information
In this example, there are three SIBs with periodicities of 80 ms, 160 ms, and 320 ms respectively; the window size is 10 ms, with the window for each SIB starting immediately at the conclusion of the preceding window.  (SIB1, with a fixed schedule, has no window; it is always transmitted in subframe 5 of the associated radio frame, i.e., 5 ms after each of the tick marks in the figure.)  Notice that for a UE to receive, e.g., SIB2, it is not sufficient to know the periodicity and window size; the SIB also has an “offset” indicating when the window starts relative to the beginning of the radio frame containing SI-1.  These parameters unambiguously specify the window, so that to receive a single SIB, the UE can monitor the PDCCH for only the window associated with that SIB, and any data that is scheduled with the SI-RNTI during that window is guaranteed to be the desired SIB.
In the example of Figure 1, it should be noted that not all SIBs are transmitted at the beginning of their windows.  For instance, a UE receiving the second instance of SIB3 starts monitoring the PDCCH at the 340-ms mark, but transmission does not occur until 350 ms.

2.3. Size and semantics of the offset

The exact interpretation of the offset described above is surprisingly difficult to pin down.  In particular, the meaning of the “0 ms” mark in  Figure 1 is crucial: For an offset to be clearly meaningful for each SIB, the “zero point” should be taken to be located in a radio frame such that SI-1 is transmitted in the “zero frame”, and all SIBs are transmitted between the zero frame and the next transmission of SI-1.  Thus, for instance, the 80-, 160-, and 240-ms frames in Figure 1 could not have been used as the 0-ms reference point, but the 320-ms frame could.
This description assumes that all the SIBs can be transmitted between two consecutive occurrences of SI-1; if there are too many SIBs for this to be possible, the definition would have to be modified.  The point is that the cycle of SIB windows repeats periodically (the period is the least common multiple of all the individual SIBs’ periods), and the zero point should occur at the beginning of this common cycle.

In the most general case, the offset could be of any size up to the length of this common cycle, but so much flexibility should not be necessary.  If all SIBs can be clustered in the 8-radio-frame period between instances of SI-1, then the maximum offset would be 79 (in units of subframes; coarser units, e.g. multiples of the window size, would probably give sufficient flexibility and would be less expensive to signal).
Note that if SIBs are transmitted in a deterministic order and windows are always consecutive, the offset does not actually need to be indicated explicitly; the UE can always infer it.  In the example of Figure 1, the offset for SIBn is 10(n-1) ms in all cases; more complex and flexible arrangements could make this formula more complicated, but as long as the order of transmission is deterministic, such a formula can always be found in principle.

However, the flexibility to allow some “gaps” between windows might be important for scheduler implementation, or it may not be desirable to fix the order of SIB transmission in the specification.  We suggest that RAN2 should take a decision in this area to allow forward progress, and choose between the following options:
Proposal 2a: Windows always occur consecutively, the order of SIB transmission is fixed in the specification, and the offset is not signalled in the scheduling block; or
Proposal 2b: An offset (either in subframes or in units of the window size) is included in the scheduling block, indicating the start of the window for each SIB.

2.4. Implied format of SB
Based on the above analyses, we conclude that the SB needs to contain a single window size for all SIBs, and for each SIB, a periodicity and possibly an offset.  The agreement at RAN2#60bis to remove the “SU” terminology means that no explicit association between SUs and SIBs needs to be captured; however, if the order of SIB transmission needs to be indicated explicitly rather than fixed, an identifier for each SIB would need to be signalled as well.
The attached text proposal includes a signalling format.  However, it should be noted that the next section identifies an issue that may require additional information in the SB beyond what is included in the text proposal.
2.5. Issues with repetitions and soft combining

The arrangement in Figure 1 is not entirely realistic, in that it does not take into account the need for multiple repetitions of SIBs to enable soft combining.  The exact arrangement of these repetitions is still under discussion between RAN2 and RAN1, with the two alternatives being “sequential” and “interleaved” repetitions (i.e., chase combining and incremental redundancy, respectively, at the HARQ level).  The versions of Figure 1 that would result from taking these two possibilities into account are shown in Figure 2.  (Only two repetitions per SIB are shown; in the second figure, slightly different colours represent different instances of a SIB—e.g., the two purple copies of SIB2 represent a pair of combinable repetitions, and the red copies a separate pair.)
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Figure 2: Sequential and interleaved repetition patterns
The tradeoffs between the two options are generally understood: Sequential repetitions, with all repetitions included within the window, require larger windows and sacrifice some benefits from time diversity, while interleaved repetitions require a fundamentally different model of the “window” concept and require multiple combining processes to run in parallel.

It does not appear that RAN2 can act on this issue without a response from RAN1 on the repetition patterns.  The LS in [1] was intended in part to generate such a response, but we understand that RAN1 did not recognise this intention and no reply LS was generated when the document was treated.  (In RAN1’s defence, the implied question was not actually flagged as an action for them.)  While the RAN2 agreement was to use sequential repetitions “unless RAN1 come back with a concern”, it is our understanding that RAN1 consider time diversity to be of high importance for system information reception, and would have come back with a concern if they had read the question as RAN2 intended.  We therefore offer
Proposal 3: RAN2 should transmit an LS to RAN1 inquiring specifically about the feasibility of sequential scheduling of system information repetitions.
Moreover, on reflection, it seems clear that SI-1 at least cannot realistically rely on sequential transmissions, since it is always delivered in subframe 5—thus the repetitions must be separated by at least 10 ms.  While it would still be possible to enforce sequential repetitions—e.g., if SI-1 requires 4 repetitions, then no other SIB can be transmitted for the first 40 ms of the 80-ms period of SI-1—such a restriction seems counterproductive and likely to create serious constraints on the attempt to schedule the remaining SIBs in the available time.
As Figure 2 suggests, one approach would be to consider the window to apply to the position of the first repetition of a SIB, with subsequent repetitions scheduled in a rigid enough way for the combining process to function.  However, we have not provided a detailed solution for this case since RAN1’s position has not yet been heard.
3. Conclusion

In accordance with the discussion above, we suggest that RAN2 agree on Proposal 1 (below), and on exactly one of Proposal 2a and Proposal 2b.
Proposal 1: All SIBs have transmission windows of the same size.

Proposal 2a: Windows always occur consecutively, the order of SIB transmission is fixed in the specification, and the offset is not signalled in the scheduling block; or
Proposal 2b: An offset (either in subframes or in units of the window size) indicating the start of the window for each SIB is transmitted in the scheduling block.

Proposal 3: RAN2 should transmit an LS to RAN1 inquiring specifically about the feasibility of sequential scheduling of system information repetitions.
The attached text proposal takes the conservative approach of Proposal 2b, including offsets in the format of the scheduling block; if the offsets are inferred by the UE instead of being signalled explicitly, these fields could of course be removed.

Further, we suggest that RAN2 discuss the issues raised in Section 2.5, with an eye to developing a suitable way forward if the interleaved-repetition scheme is required.
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R2-080520: “Response LS on BCCH transmission” (LS from RAN2 to RAN1, sent from RAN2#60bis)
–
SIB-Type
The IE SIB-Type is used %%

SIB-Type information element
-- ASN1START

SIB-Type ::=





ENUMERATED {











sibType1,


-- FFS if SIB1 need explicit indication










sibType2, sibType3, sibType4, sibType5,











sibType6, sibType7, sibType8,











spare8, spare7, spare6, spare5,











spare4, spare3, spare2, spare1}

-- ASN1STOP

	SIB-Type field descriptions

	Void




–
SchedulingBlock
The IE SchedulingBlock  is used to indicate the window size and other scheduling information for the System Information Blocks other than SIB1.
SchedulingBlock information element
-- ASN1START

SchedulingBlock ::=




SEQUENCE {










windowSize


INTEGER (1..maxWindowSize),











sibSchedulingInformationList
















SIB-SchedulingInformationList










}

-- ASN1STOP

	SchedulingBlock field descriptions

	Void




[...]

–
SIB-SchedulingInformationList
The IE SIB-SchedulingInformationList  is used to indicate the scheduling information for the System Information Blocks other than SIB1.
SIB-SchedulingInformationList information element
-- ASN1START

SIB-SchedulingInformationList ::= SEQUENCE (SIZE (maxSIBs-1)) OF SIB-SchedulingInformation
-- ASN1STOP

	SIB-SchedulingInformationList field descriptions

	Void




–
SIB-SchedulingInformation
The IE SIB-SchedulingInformation  is used to indicate the scheduling information for a single System Information Block.
SIB-SchedulingInformation information element
-- ASN1START

SIB-SchedulingInformation ::= 
SEQUENCE {










sibType



SIB-Type,










sibPeriod


SIB-Period,










sibOffset


INTEGER (0..maxSIB-Offset)









}
-- ASN1STOP

	SIB-SchedulingInformation field descriptions

	Void




–
SIB-Period
The IE SIB-Period  is used to identify the period of a System Information Block.
SIB-Period information element
-- ASN1START

SIB-Period ::= 



ENUMERATED {










ms80, ms160, ms240, ms320, ms640, ms1280, ms2560, ms5120,









extensionIndicator










}
-- ASN1STOP

	SIB-Period  field descriptions

	Void
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