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1 Introduction
During RAN2#61 the possible need for a special handling of RLC status reports too large to fit to the given grant was discussed based on [1]. In this contribution we present some results on estimated RLC PDU sizes, and analyze different alternatives for handling such a large RLC status reports.
2 RLC status report sizes
In order to estimate the likelihood of a RLC status report exceeding the allocated grant, we have performed some simple simulations with the model described in Appendix A. The resulting RLC Status PDU sizes are shown in Figure 1.
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Figure 1: RLC Status PDU sizes for P(NACK->ACK)=1e-3 and P(NACK->ACK)=1e-4 for link rates of 100 Mbps and 64 kbps.
The size of all the RLC status PDUs observed very small. Due to the 

- limited sample size (of the order of one to two million status PDUs) and

- the model used, which prevented certain status reports from being generated (most importantly reporting of the segments of RLC PDUs)

no status report exceeding 55 bits were observed. Based on this it can be concluded that the probability of UE generating a status report which does not fit to the given grant is small (but is still likely to happen occasionally with low UL data rates).

It is expected that even if the used simulation model is refined e.g. by including reporting of the segments of RLC PDUs is included, due to very small probability for subsequent RLC retransmissions, it is expected that there is no significant change of the conclusions.
3 Alternatives
There are several possible solutions to the situation where the size of the RLC status report is too large to fit to the allocated grant. Below we list three potential solutions 

1. Do not transmit status report, wait for a larger grant. 

Eventually the poll retransmit timer in the transmitter will expire and the PDU containing a poll will be transmitted. Once this has occurred sufficiently many times, the network can detect the issue and can take appropriate actions to resolve the issue (e.g. give a bigger grant, perform an RCL re-establishment procedure)
2. Send a smaller status report by including the ACK (as defined in the current specification) and as many NACKs as possible.

The remaining missing PDUs will be assumed to be correctly received by the transmitter. This will lead to a RLC PDUs being lost.

3. Send a smaller status report by including as many NACKs as possible, and an ACK corresponding to the last NACK included in the report.

This will require special handling in the UE, but will not lead to RLC PDUs being lost.
From the performance point of view, the alternative 3 seems to be preferred. However, as the probability of the status report exceeding the grant seems to be relatively small, we propose to leave the exact UE behavior up to the UE implementation, but allow alternative 3. 

4 Conclusion

We have shown that the probability of the RLC status report exceeding the allocated grant is small. Based on this, we propose to 
Proposal 1: Leave the exact UE behavior up to the UE implementation, but allow the UE to create a smaller status report according to alternative 3. 

The corresponding CR is provided in [2].
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6 Appendix A: simulation assumptions
HARQ BLER: 80 % for 1st transmission, 10% for 2nd, 1% for 3rd and 1% for 4th transmission. HARQ failure happens if 4th transmission fails

NACK to ACK error probability is varied between 1e-3 and 1e-4
Reverse link is a lossless channel with a random delay of 4-18 ms
The RLC settings: 

- No status prohibit timer 

- RLC reordering timer: 25 ms. 

- Polling every 64th PDU and for all last PDU in buffer cases (quite often). 

- Poll retransmission timer is 45 ms.

Traffic model generates download of 1 Mbyte objects.

Internet delay is set to 15 ms each way.

The data rate of the link is fixed and was varied from 64 kbps to 100 Mbps.
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