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1 Introduction
During RAN2#60, some proposals for limiting the requirements for the UE  (e.g. processing power requirements) were discussed based on ‎[1]. In particular three different limitations were proposed

1. Limit on maximum number of PDCP SDUs per TTI (“IP Packet rate”) 

2. Limit on sustainable throughput (“Average target rate”) 

3. Limit on maximum transport block size 
In this contribution we analyse these limitations and propose specific values for number of PDCU SDUs per TTI.
2 Limit on maximum number of PDCP SDUs per TTI
As identified in ‎[1], in theory it is possible to send hundreds of IP packets per TTI to the UE. However, based on our experience, applications typically do not create extremely small (e.g. 30 bytes) IP packets. We would expect that most UE implementations are designed to handle traffic from real applications, rather than arbitrarily looking at the smallest possible IP packet size. Thus we do not really see that the problem of receiving extremely many IP packets would occur in reality. With this in mind, it seems slightly peculiar to specify a network mechanism, such as a limit on the maximum number of IP packets per TTI, to shield the UEs from malfunctioning applications.

However, we do understand that it may be beneficial from the UE design point of view to assume a certain PDCP SDU size for very high data rates. In the best case, the application is transmitting using 1500 byte IP packet (which is typically the largest IP packet size, which can be transported in the Internet without being subjected to fragmentation). A naïve calculation would imply that the minimum number of PDCP SDUs that needs to be supported per TTI varies then from 1 (for UE Category 1) to 26 (for UE Category 5).

In reality it cannot be assumed that all IP packets are 1500 bytes large. Some applications (e.g. streaming) use typically a smaller IP packet size, and there may also be individual TCP ACKs or other small packets mixed with the very large packets. The actual assumption on the number of PDCP SDUs received per TTI would have to be significantly larger, perhaps a factor of two, to avoid unnecessarily restricting the network behavior.

Furthermore, it is not really clear how the limit should be specified. For example, there may be (small) RLC retransmissions containing the missing segments of the PDCP SDUs. It is not clear if these segments of PDCP SDUs should included in the limit or not.
Based on this, we would propose 

Proposal 1: We propose that RAN2 discusses if there is really a need to specify a limit on the maximum number of PDCP SDUs, or if the UEs can be designed based on reasonable assumptions on the application behaviour.

If the understanding of the group is that a limit is really needed, the values in Table 1 show our initial assessment of the minimum number of PDCP SDUs that the UE should be prepared to receive per TTI.

Table 1
	UE Category
	Maximum number of DL-SCH transport block bits received within a TTI
	Number of 1500 byte IP packets per TTI
	Minimum number PDCP SDUs per TTI

	Category 1
	[10040]
	1
	10

	Category 2
	[50000]
	5
	10

	Category 3
	[100000]
	9
	20

	Category 4
	[150112]
	13
	30

	Category 5
	[300064]
	26
	50


3 Limit on sustainable throughput 
As discussed in ‎[1], there may be several reasons why the UE may not expect to receive continuously the maximum physical data rate as defined in the UE category. However, in our understanding the UE category is supposed to provide the network an accurate indication of the receiving capabilities of the UE, including the capability to process (on physical and higher layers) the received data. 

We see limited gains in separating the physical channel processing requirement from the higher layer processing requirements. If the main goal is to provide a cheaper terminal implementation, it would appear more natural to include new UE categories with physical layer capability matching the higher layer processing capability. The main motivation for separate capabilities for physical and higher layer processing seems to come from the possibility to transmit at high data rates over the air interface while still only providing limited processing capability at the terminal.

However, there are several complications with separating the physical layer processing capability from the higher layer processing capability. 

First, it is not clear if there would be one or several higher layer processing requirements per UE category. From the network point of view, the worst case would be that individual UEs report completely unaligned higher layer capabilities. This would defeat the purpose of defining the UE categories in the first place. Thus our understanding is that there would be a single higher layer processing capability per UE category, similarly as shown in Table 2. This would still lead to quite a few UE categories.
Second, it is not clear how over how long time the higher layer processing capability would be calculated. It seems clear that there is no benefit of defining a lower value for the higher layer processing capability for each TTI (doing this would require the network to never schedule a transport block larger that the higher layer processing capability, making the physical layer processing capability redundant). One possible approach would be to define minimum inter-TTI interval as done for the MAC-hs. However, it appears that the HSDPA UE categories with minimum inter-TTI greater than one have not been very widely deployed, and taking into account that this method also limits the possibilities of the scheduler to fully utilize the instantaneous channel conditions, we do not favor this approach. To fully benefit from the good instantaneous channel conditions it might be beneficial to be able to schedule to the UE continuously for several hundreds of milliseconds. 
Third, as mentioned in ‎[1], it is not clear what (if any) is the connection of the UE processing capability to the aggregated maximum bit rate. 

Fourth, it is not clear how the value for the higher layer processing requirement should be defined. For example, would the interface between the terminal and e.g. laptop influence the higher layer processing capability? Would the processing rate of an application (including possible software optimizations done differently between different software releases) running on the terminal influence the higher layer processing requirement?
Based on the these issues our preferred way forward would be that no separate UE capability is defined for physical layer and higher layer processing requirements.

Proposal 2: No additional UE capability is specified in addition to the maximum number of DL-SCH transport block bits received within a TTI to limit the sustainable throughput.

4 Limit on maximum transport block size 
In our understanding the current 36.306 defines unambiguously the limit on maximum transport block size and that no further limitations are needed.
5 Conclusion

We have discussed several L2 limitations on the UE capabilities introduced in ‎[1]. In general we do not see a need to specify such L2 limitations, and propose that 
Proposal 1: We propose that RAN2 discusses if there is really a need to specify a limit on the maximum number of PDCP SDUs, or if the UEs can be designed based on reasonable assumptions on the application behaviour.

Proposal 2: No additional UE capability is specified in addition to the maximum number of DL-SCH transport block bits received within a TTI to limit the sustainable throughput.
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