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1.
Introduction

SA4 would like to thank RAN2 for their LS on Packet Delay Budget (S4-080019/R2-075469) and hope that the answers included in this reply prove to be useful for RAN2 in their work.

2.
General Regarding SDU Discards for Late Packets
In general, it is SA4’s opinion is that handling of late packets is best performed by the receiving application. The reason is that the receiving application can, in some cases, make use of the late packets, see further description below. Therefore, it would be preferable if some or all of the late packets were forwarded to the application.
3.
Answers to Questions

Q1: What percentage (if any) of the packets should be allowed to exceed the packet delay budget (by e.g. 10-100 ms) for GBR bearers?

Answer:

From the applications point of view, late packets discarded on lower protocol layers are indistinguishable from other packet losses. For the case when late SDUs are discarded due to long delay, SA4 can only provide guidance for the total packet loss rate (PLR). In this case, a PLR in the order of 0.5-1-2% should be acceptable for most applications. Some applications, for example those conforming to TS 26.114, are allowed to use application layer redundancy to improve the quality for periods with high packet loss rates. It must however be noted that, in the case of TS 26.114, application layer redundancy will require reducing the codec mode rate to give room for the redundancy, which will reduce the quality due to the reduced coding rate. Therefore, application layer redundancy should only be used as a last resort, to make the service “survive” when all other actions fail. This means that a larger packet loss rate might be acceptable for some applications, perhaps up to 5-10%, provided that: the packet losses are spread out over time fairly well and are not consecutive; and that such periods with high loss rates are rare.
For the case where lower layers do not drop late packets it is hard to give an exact figure. The reason is that it is the jitter buffers task to handles late packets and different implementations are allowed to work in different ways. An estimate is that 5% or less of packets could be allowed to exceed the delay budget.
It must however also be noted that the numbers indicated above depend on the service and that different services have different requirements, both regarding loss rates and amount of late packets. In addition, operators are also allowed to choose how they want to operate their network, which could also affect the numbers given above.
It is also SA4 assumption that what specified in TS 23.107 regarding transfer delay still holds. According to the mentioned specification, “transfer delay is the maximum delay for 95th  percentile of the distribution of delay for all delivered SDUs during the lifetime of a bearer service”.

Q2: What percentage of the packets should be allowed to exceed the packet delay budget (by e.g. 10-100 ms) for non-GBR bearers?

Answer:

Currently, SA4 are not considering non-GBR bearers for any services and can therefore not provide any guidance for this case.
In addition, SA4 would like to point out that at present for non-GBR bearers the transfer delay attribute is not defined, as per TS 23.107. 

SA4 has recently learned in an LS from SA2 “QoS Characterization for LTE/EPS” that SA2 has agreed to introduce in TS 23.401 a table of QCI Characteristics (as per S2-080787) defining a delay budget also for non-GBR bearers. This LS (Tdoc S2-080964/S4-080082) has been sent to RAN2 as well. SA4 is currently reviewing the table of QCI Characteristics.
Q3: How are the packets which exceed the packet delay budget used by typical applications expected to use GBR bearers? E.g. are the packets automatically unusable, can the application still use the packets, will a late packet trigger a similar reaction (e.g. congestion control, error concealment) as a missing packet?

Answer:
Late arriving packets can be used by the receiving application in several ways. A few examples are outlined below.

i) Real-time services often use a jitter buffer to equalize the delay jitter. The jitter buffer could very well have adapted to allow for a longer packet delay. Hence, a packet might be useable for decoding, even if it exceeds the packet delay budget used for the SDU Discard function.

ii) Most modern codecs use states between frames to be able to reduce the bit rate while still maintaining good quality. A packer arriving just after the scheduled play-out time may still be useful for correcting or improving the states before proceeding with the decoding of the subsequent frame(s). This shortens the error recovery time after a late loss.
iii) Jitter buffers could use the delay information or the arrival time associated with late arriving packets in order to determine how to adapt in order to handle future late packets in a better way than being forced to drop them. When the network drops late packets, then such delay information is lost and the jitter buffer has no possibility to adapt in a similar manner. Hence, receiving at least some of the late packets is likely to improve the jitter buffer adaptation and also the user experience.
These examples base the foundation for SA4’s opinion that the option to use late packets or to drop them should be taken by the application in the receiving client.
4.
Conclusion

It is SA4’s opinion that it is preferable to forward late packets to the receiving application rather than dropping them on a lower protocol layers. As shown in the examples above, the media quality can be improved by using the late packets in the decoding process.
For the case where late packets are discarded by lower protocol layers it is quite hard to give any exact numbers the amount of packets that can be discarded by this function.

5.
Actions

None

6.
Dates of Next TSG-SA WG4 Meetings:
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