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1
Introduction
Current E-UTRAN specifications fail to give proper guidance to terminal system design in terms of maximum data and packet rate. This raises issue of over budgeting in terminal system design. Root cause for this is high Maximum/Expected user data rate Ratio (let’s call this as MER for short).
· Maximum user data rate is data throughput seen by single terminal in perfect air interface conditions with given L1 capability i.e. Maximum user data rate is the maximum throughput that can be reached.

· Expected user data rate describes point in data throughput CDF (cumulative distribution function) that covers most (80...90%) of the terminal experienced uses i.e. Expected user data rate can be understood as a border of data throughput that is rarely exceeded in real deployment scenarios.
MER in general is rising as system Maximum data throughput increases. This is due shared nature of link bandwidth. Total link bandwidth rises faster than targeted single user throughput. In other words, primary target of link capacity increase is to increase number of users/link and only secondarily increasing throughput seen by single user.

Terminal system design has to be based on maximum data rate scenarios to ensure that terminal is functional in all network deployments including lab testing with near perfect air interface (in practice a cable connecting  eNB to terminal). This raises an issue of over budgeting of terminal processing, memory and battery capacity to cope with maximum data rate scenarios. Justification to this over budgeting is anyhow weak at best, since probability of exceeding Expected user data rate in real world deployment is relatively low.
2
Maximum/Expected user data rate ratio evaluation
This chapter is to written to shed some light to magnitude of MER. Configurations defined in 3GPP TR 25.814 V7.1.0 are assumed. Figures are based on simulations.
With given configurations (10 users, 10Mhz bandwidth, full buffer), expected downlink user data rate seen by a terminal falls in area of 1Mb/s (50-60% CDF) to 2Mb/s (80% CDF). 100% CDF point is around 4...4.5Mb/s. Expected uplink data rate seen by a terminal falls in area of 500kb/s to 1Mb/s. 
Maximum user data rate case is neither defined in specification nor simulated. Value can anyhow be estimated with reasonable accuracy from L1 peak data rates when air interface is assumed to be ideal and only one user/cell. Maximum downlink and uplink user data rates equal L1 peak data rate multiplied by 0.8. Factor 0.8 is used to remove effects of headers and other overheads (actual value is based on experiences from past). 
MER for class 4 UE (see R1-073439) is defined in table 2-1 using above Expected data rate values. 10 MHz cell bandwidth is assumed.
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Max data rate 48 24

Expected data rate 2 1

Ratio (MER) 24 24


Table 2-1: MER for uplink and downlink
3
MER relation to terminal resource requirements
Following chapters outline some effects of over budgeting to UE in terms of memory consumption, processing capacity and power consumption. Figures presented in chapter 2 are used to illustrate examples.
3.1
Memory consumption
TCP (Transmission Control Protocol) is used commonly to transfer data between server and client. TCP flow control is based to receiver feedback controlled transmission window. Bandwidth delay product can be used to determine minimum size for transmission window.
Example: 
With 1 Mb/s target uplink throughput and 150ms RTT (figure includes switching and propagation delays in internet in addition to E-UTRAN specific delays) required window size is 150kb (18.75kB). 
With 2 Mb/s target downlink throughput and 150ms RTT required window size is 300kb (37.5kB).

Normally TCP window size is over dimensioned to level of two times of required minimum to cope with delay variation caused by mobility. Further, TCP window size is user configurable. When connected to PC, 64kB window is used since it is the Windows/Linux default TCP window size.
If maximum uplink user data rate (24 Mb/s) needs to met, TCP window must be increased to 24 times larger (150kb x 2 x 24 = 7.2Mb (900kB)). In downlink, window size of 300kb x 2 x 24 = 14.4Mb (1.8MB) would be required to support 48 Mb/s link throughput.
3.2
Processing platform capacity and battery consumption
A terminal offers data transfer as primary service. Terminal workload can be expressed as data rate. If data rate is increased to 24 fold, processing capacity requirements of a terminal rise significantly (For example calculations see Annex A). 

In addition, due window based flow control and error detection /correction schemes (ARQ, TCP), memory capacity requirements of a terminal will increase when data rate increases. Data rate increase also attributes to number of memory accesses that again translates to memory bandwidth requirements.

Both memory and processing capacity can be translated to current consumption. Higher platform capacity in terms of data rate requires faster/more memories and higher clock frequency which both consume more current.

Current degree of over budgeting will increase platform power consumption and price.
4
Proposed solution

MER translates as degree of over budgeting of computational resources i
n terminal. Obviously assumptions are made in terminal system design phase to lower degree of over budgeting. These assumptions focus to reduce requirements set to terminal by identifying “insane” scenarios within use cases.

In other words, UE system design is forced to rely to assumptions that only reasonable use case scenarios will occur in real deployment. Past has show that assumptions hold most of the time. Occasionally there are anyhow cases that cause issues to terminal.

Current specification fails to address these issues thus set of constraining and non-constraining limit values is proposed to be added as part of specification to give proper guidance to terminal system design. 
3.1
Non-constraining limits

Set of limit values for certain system parameter must be defined to E-UTRAN specification. Limit values should not constrain normal operation of system but only address use case scenarios that are seen “insane” and should thus be prevented as such. 
Certain network elements already contain limiting features (user data rate limited by subscription, traffic shaping (packet rate limiting, etc)). Non-constraining set makes these limits visible to UE side. In addition, limits would be equal in all networks thus improving E-UTRAN system interoperability.
3.1.1
IP Packet rate limit
In E-UTRAN system the amount of data per TTI can be quite high, but that does not cause problems to the UE implementation as UE designs can take this fact into account. But for the UE it is more problematic that even with rather slow throughput possible number of IP packets to be handled by the modem (applications are of no interest here) can be high as the variance in the size of IP packet is huge (from around 30 bytes to 1500 bytes) and thus the event rate in the UE is high regardless of the actual throughput. Due to high variance of IP packet size and e.g. with throughput of 100Mbit/s UE may need to handle as many as many as 400+ IP packets per TTI (assuming 30 bytes of IP packet that is the worst case number). And as each IP packet causes number of events to be performed in the receiver e.g. deciphering, header removal, reassembly etc. the processing power requirements for the UE seems to be rather high. 

So even with rather small data transfer speeds UE may need to handle lots of packets and if there is not any limitation to this number it is extremely wasteful to make a design of UE. UE implementation will be quite difficult if one needs to make design in such a way that it needs to handle 400+ IP packets per TTI as this is way beyond normal IP traffic characteristics (which would result in around 35 IP packets – depending on the service), but if there is not exact limitation in the specification that indicates maximum number of IP packets to be handled per TTI, then UE manufacturers needs to cope with this requirement or make an assumption of maximum supported packet rate.. This seems to be quite unreasonable requirement as normal IP traffic characteristics do not need such a huge IP packet handling capability in the modem, thus from our point of view it would be good to somehow limit the need the requirement of amount of IP packets to be handled per TTI.

Limit to maximum number of IP packets/TTI must thus be defined. Actual value must be set so that it will not limit normal use case scenarios in terms of throughput or packet rate but prevents “insane” scenarios from occurring. 

Definition of IP Packet limit per TTI value has following benefits. It makes existing network side limiting mechanism visible to terminal and gives a clear limit for UE system design, thus limiting processing requirements and costs of the UE implementations. 
As security consideration, IP Packet rate limit, implemented at UE side, prevents Distributed Denial of Service (DDoS for short) attacks towards an eNB or number of eNBs. Such DoS attack could be originated from large number of terminals running a malware.
3.2
Constraining limits

Even with above described non-constraining limits, unreasonable level of over budgeting remains mainly due laboratory environments, where a terminal must support (this has been requirement from operators) user data rates specified at L1 level due ideal air interface conditions. In other words, currently defined set of L1 related capability parameters fails to address user data throughput capability of terminal.
These use case scenarios must be limited thru set of constraining limit values. Since limits are UE implementation specific, these values must be included to UE Capability class definition. Possible parameters and parameter impacts to system operation is discussed below.
3.2.1
ATR - Average target rate

User data rate related UE capability class parameter named Average Target Rate (ATR) is proposed for both downlink and uplink directions. As naming implies, capability parameter sets constrain to both uplink and downlink user data rates.
ATR is directly related to QoS parameter MBR (Maximum bit rate). MBR is not anyhow enough to ensure maximum bit rate in situations where multiple parallel connections are active, thus ATR is needed to indicate the limit for the sum of MBRs i.e. maximum user plane data rate supported by a terminal is indicated by ATR. Other issue with MBR is that it is used configurable parameter.
Currently many networks already implement user data rate limiting functionality based on user subscription level agreement with an operator. This means that essentially higher layer processing capability limits maximum subscription level an UE is able to support. So in fact in many networks a mechanism to limit to UE data rate is already implemented but this knowledge is not visible in the UE and terminal implementation cannot utilize this to reduce costs of the UE.
ATR should not limit normal use case scenarios i.e. it should defined to level that prevent only data rates having low probability. 

Example

UE declares 20Mb/s ATRd (downlink) and 10Mb/s ATRu while supporting class 4 at L1 level. This would cut MER more than 50% compared to current situation.
Such limits would also enable UE to support high L1 class while supporting only fraction of maximum user data rates. This would increase total link capacity significantly. Without such parameter UE is forced to use lower L1 capability class to limit user data throughput.

3.2.2
ATR window length
In addition, ATR related parameter describing length of averaging window could be defined. ATR window length could also be part of definition of ATR itself if separate parameter is not seen feasible.

By default, eNB scheduler limits user data rate over TTI or number of TTI’s (depending of used scheduling algorithm). It could anyhow be beneficial to allow scheduler to exceed ATR momentarily to enhance system level performance. By adjusting average window size UE will have control of peak data rate duration.
Even if the ATR window is rather long e.g.  1second it would be somewhat helpful in L2 implementation designs, but especially in the application layers when they have a definite limitation how fast one needs to be able to handle data. In order to window size to more L2 oriented and limiting buffering/processing requirements windows size should be chosen to quite short e.g. 50ms. 
4
Conclusion
High MER and degree of over budgeting caused by MER is directly translated to more costly and power hungry terminal implementation. Ultimately this also makes environmental footprint of terminal business larger. 
With current L1 based capability class definitions, an UE has to support equal user data rate than eNB difference being that UE is battery operated device. 
By defining set of parameter described in chapter 3 terminal side system design will have solid limitations instead of set of assumptions to work with:
IP Packet rate limit (L2 limiter):


This would put a reasonable limit how many PDCP SDUs UE needs to handle per TTI. Even currently in many networks this limitation has been implemented, but the knowledge of the limit has not been passed to the UE and terminal implementation have not been able to utilize it.
Average Target Rate (L2/application layer limiter):

This would give a bit rate during a window (more than a TTI) that UE is able to handle. This would enable maximum instantaneous L1 bitrate capability but would limit effectively L2/upper layer processing power needs. There has been some concerns that this would lead to numerous new UE categories, but to avoid this ATR could be set with fixed values per each category e.g. 100Mbs L1 capable UE (category 5) would be able to handle e.g. 10Mb on L2 in 300ms. In normal deployments one UE is never getting whole link capacity of the cell and thus this should not really limit normal eNB deployments, but would effectively outrule some outrageous requirements for upper layer processing needs. 
Annex A: Example calculation
If bidirectional continuous transfer is active, meaning that terminal is transmitting and receiving one transport block every 1ms, UE has three transport blocks in different stages in processing chain simultaneously (processing time budged for UE is 3ms). Continuous transfer will thus set the worst case processing capability requirement for UE. 

Above mentioned worst case forms high level fixed schedule for any terminal supporting E-UTRAN (receive control channels, receive downlink data, and transmit uplink data and control). To ensure that fixed schedule can be executed, related processing stages cannot overlap in time, if stages are sharing same processing capacity (located on same CPU for example). Overlapping of stages would require enough resources to execute overlapping stages at timely manner. This is not feasible due high processing capacity requirements of single stage.

Let say that three stages sharing same CPU have hard execution dead lines of 1ms, 0.5ms and 0.3ms (some arbitrary number for sake of example). Lets again say that stage 3 (0.3ms) relates to creation uplink transport block.  Processing capacity requirement of stage 3 is divided to constant and variable part. Constant part is 0.20ms and variable part can use the rest. Variable part workload is dependent from number of IP packets fitting to an uplink transport block.  Stage 3 is also bottleneck dead line i.e. processing capacity requirement if stage 3 determine how much processing capacity underlying CPU has to offer.

Number of IP Packets can be determined roughly when we know size of IP packet and transport block capacity. 

(Eq 3-1)Number of IP packets / Transport block ~= Transport Block Size / IP Packet size

If IP packet size is kept constant (12000b, 1500B), it is easy to see that workload (IP Packets/TB) is dependent from size of transport block. Transport block size is dependent from user data throughput and DTX length. In this example we continuous transmission is in use -> TX rate is 1000 Hz.

(Eq 3-2) Transport block size = Throughput / 1000

With expected uplink user data rate of 1Mb/s, transport block size is 1000b (125B) and with Maximum user data rate of 24Mb/s 24000b (3000B). 12 transport blocks size of 1000bit would be required to accommodate an IP packet of 1500B. 24000b transport block on other hand would accommodate 2 IP packets.

Let say that average size of IP packet is reduced to 500B (Multiple simultaneous data streams consisting TCP ACKs, RTP traffic and data). This would scale above number with factor 1500B/500B = 3. Worst case workload would thus be 6 IP packets/transport block.

If we assume that used CPU is running at 200 MHz, 0.1ms would translate to 200MHz x 0.1 ms = 20000 instructions (simplified for sake of clarity). To make system robust to interference (blocking) from system, above figure must be multiplied by 0.75 -> 15000 cycles is in disposal of variable part processing.  In worst case with 6 IP packets/transport block processing of an IP packet can thus take 15000/6 = 2500 instructions at maximum. 

If we would be able to limit uplink user data rate to level of 12 Mb/s, IP packet handling would use only half of the allocated capacity (0.05ms) meaning that we could reduce CPU clock to level of 1/3 x 1/2 = 1/6 -> 200 MHz x 1/6 = 166 MHz. This would again reduce current consumption of device.
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