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1
Introduction

During WG2#60bis the topic of uplink rate control specification was discussed at stage 3 for the first time. Although there was some uncertainty at the degree of detail at which MAC behaviour, relating to the fulfilling of stage 2 requirements, should be described, it was decided that the parameters that are required to enable the MAC to complete these requirements should be decided based on the assumption that MAC operates a token bucket algorithm.  This Tdoc continues this discussion.
2
Discussion

At stage 2 it was concluded that a UE is required to contain an uplink rate control function and that:

The uplink rate control function ensures that the UE serves its radio bearer(s) in the following sequence:

1.
All the radio bearer(s) in decreasing priority order up to their PBR;

2.
All the radio bearer(s) in decreasing priority order for the remaining resources assigned by the grant and the function ensures that the MBR is not exceeded.

RRC controls the uplink rate control function by giving each bearer a priority and a prioritised bit rate (PBR). In addition, an MBR per GBR bearer is also provided.

In moving to stage 3 it is proposed that an additional requirement should be added, namely that

3.
The rate control function should control segmentation of RLC SDUs and retransmitted RLC PDUs so that segmentation overhead is not significantly increased by the operation of the control function .
In the context that implementations are likely to be based on a token bucket system one possibility for preventing the token bucket mechanism from introducing excess segmentation is to require that, except where remaining space within a transport block is being filled, or the RLC buffer content would be cleared, MAC cannot request PDUs from RLC unless a minimum number, N, of PBR tokens is held by the bearer. This would prevent the rate controller from loading small segments of RLC PDUs into the transport block due to the current level of credit. Such a scheme has the advantage that the interface between MAC and RLC would be similar to existing practice, however, it raises the question of how N should be set. Should N be left to implementation or signalled to the UE as a parameter, possibly for each bearer.
A second approach, which requires no such parameter N, but requires a different interface between the MAC and RLC, is to require that:

A UE should not segment of an RLC SDU, or segment a retransmitted RLC PDU, or segment a trailing segment of a partially transmitted RLC SDU unless the segment enables the residual capacity of a transport block to be filled.
This is essentially saying that RLC should not segment these entities as a result of the bearer not possessing enough PBR tokens to include the whole entity. Either the entity should be delayed until the bearer has accumulated enough PBR tokens, or sufficient tokens are borrowed and the bearer goes into negative credit. 

It is thought that if such a rule were to be applied then a token bucket based mechanism would not result in undesirable segmentation as a result of the operation of the rate control mechanism. The rate control mechanism would be biased towards delaying transmission until the whole SDU can be transmitted (if it fits within a transport block) or a segment of the SDU is transmitted, if the segment fills the whole transport block. This is not seen as being a disadvantage. Furthermore, the only parameters that would be required are the bearer priority, PBR, MBR (if applicable) and maximum bucket sizes (if applicable).
Judged from the position of filling a transport block, for a bearer that is being served for PBR in priority order:

(i)
If the bearer has sufficient PBR tokens to fill the remaining space of a transport block, MAC can receive from RLC any PDUs that fill the available space. RLC can segment new RLC SDUs if necessary to fill the block.

(ii)
If the bearer has sufficient credit for all of the data in its buffer, which will not fill the transport block, then RLC can transfer to MAC all of the buffered data.
(iii)
If there is more data buffered than available credit for the bearer, then MAC can receive from RLC segments of partially transmitted RLC SDUs, retransmitted PDUs, RLC control PDUs and whole RLC SDUs for which it has sufficient credit. It should not segment a new RLC SDU, partially transmitted RLC SDU or retransmitted PDU in order to utilise residual credit, either the entity is not transmitted or it is transmitted but negative credit is incurred.
If after case (iii) the bearer is subsequently entitled to include additional data because the bearer has sufficient priority to be assigned residual capacity after all PBR quotas have been served, RLC could provide additional data in accordance with (i), (ii) or (iii) dependent upon whether the capacity available to the bearer is limited by the number of available MBR tokens. 
If it were intended that the behaviour of the rate controller should be described in greater detail within the context of a tokebn bucket framework, it is suggested that the following may be representative of what is proposed above:
A. At each TTI for which the UE is allocated uplink resources for use with new transmissions, the rate control function increments the PBR tokens for bearer j, PBRtotalj, by PBRj x T, where T is the time since the PBR token count was last updated and PBRj is the PBR for bearer j. If a maximum permitted token count is defined for the bearer j, PBRmaxj, then the value of PBRtotalj cannot exceed PBRmaxj.

Similarly, if an MBR is defined for the bearer then MBRtotalj is incremented by MBRj x T and cannot exceed MBRmaxj if MBRmaxj is specified.

B. For each bearer j, in order of decreasing priority, the rate control function compares the bearers’ available token count, PBRtotalj, with the residual capacity of the transport block and the bearer buffer state.  It can permit RLC to transfer any PDU content up to the smaller of the buffer size or the residual capacity in the transport block provided that this is less than or equal to the available tokens. If the available tokens are less than the available capacity of the transport block and the buffer content, RLC should not segment RLC SDUs, retransmitted PDUs or trailing segments of partially transmitted SDUs in order to match the available tokens. RLC should only transfer unsegmented entities whose total size is less than the available tokens. Where appropriate, negative token count can be incurred to allow the transmission of whole entities within the transport block or to complete the filling of the transport block e.g. where the space available is small and this aids radio efficiency. Once negative token count occurs the bearer cannot have access for PBR reasons until it becomes positive again.
PBRtotalj and MBRtotalj are decremented by the token equivalent of the quantity of data included in the transport block.

C. If the PBR token count for each bearer is less than or equal to zero or cannot be used because they are insufficient to be applied, and there is capacity left within the transport block, then for each bearer, j, in decreasing order of priority. If the space available in the transport block, or the buffer content is less than MBRtotalj then RLC can transfer data sufficient to fill the transport block or to empty its buffer. If the space available in the transport block and the buffer content is less than MBRtotalj then RLC should behave regarding segmentation as described for PBR resource allocation. RLC can combine data provided under PBR and non PBR resource allocation schemes into a single PDU if appropriate.
MBRtotalj is decremented by the token equivalent of the additional quantity of data included.

In the above the token bucket size appropriate to the PBR token count, PBRtotalj, and the MBR token count, MBRtotalj, have been included. It has been questioned whether these parameters need to be signalled or whether they can be set at values defined in the standard e.g. as a multiple of the bearers PBR/ MBR. 
In the case of PBR, the token bucket size fulfils a useful function in restricting starvation of the PBR of lower ranking bearers should the higher ranking bearer have bursty characteristics or following a period of starvation. Because of differing bearer characteristics and because the rate control function will be presented with a range of bearer combinations it is suggested that it would be preferable to keep the possibility of configuring this parameter, per bearer, possibly in combination with a default value. In the case of MBR token bucket size, it is suggested that it is not so clear that this would need to be set per bearer. It is suggested that a global value or a multiplier of the MBR, common to all bearers having an MBR may be acceptable, or the PBR and MBR bucket sizes could be set to th same values, but no definite view is expressed here. In the absence of an alternative a value per MBR bearer could be a fallback.
3
Conclusions

This Tdoc has revisited the question of specifying the behaviour of MAC the rate control function at stage 3. One possibility is to limit the description to the function requirements to the requirements made at stage 2 (1. and 2. in section 2) possibly combined with a statement relating to the avoidance of segmentation e.g. 3. in section 2. A second possibility would be to provide a more detailed description of rate control operation for which the paragraphs A, B and C in section 2 are suggested as an example. It is proposed that RAN2 should discuss whether either of these two possibilities provides a correct way forward.
The Tdoc has also made some conclusions regarding the parameters that are required to enable rate controller operation in the context of a token bucket model. It is suggested that for each bearer a priority, PBR and maximum permitted accumulated PBR tokens should be specified, the latter possibly as a default value (FFS). In addition, for certain bearers an MBR is required. No definite view is expressed regarding how the maximum permitted accumulated MBR tokens should be set but per bearer is possible. 
