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1 Introduction

During RAN2#60bis, it was decided that there will not be explicit peer-to-peer RLC reset procedure but rather the RLC re-establishment procedure will be used to reset the protocol states. It was also decided that the RLC re-establishment will at least be triggered by higher layers during a hand-over procedure. During the discussion following three topics were left open
· Are there any RLC internal triggers leading to re-establishment?
· What procedure should be used for RLC re-establishment

· Is it necessary to have re-establishment for individual RLC entities, or can we assume that all the radio bearers are re-established at the same time?

In this contribution we address these open issues. 
2 Internal triggers for re-establishment

The potential RLC internal triggers for the RLC re-establishment include 

· reaching the maximum number of retransmissions. 

· reception of an erroneous sequence number in a Status Report. This can occur e.g. by erroneous software or hardware implementation.

· reception of an erroneous header field. This can occur e.g. by erroneous software or hardware implementation. 
The intention of the all the RLC internal reset triggers is to avoid a situation in which the protocol has reached a deadlock state due to implementation error either in the eNB or in the UE. If there is no implementation error, it appears that either making one more retransmission or discarding the received PDU is a better alternative than performing reset.

If all RLC internal triggers can be detected by normal network operation, there is no need to specify a mechanism for the UE to request for the network to reset the RLC entity. This would be beneficial from the overall system complexity point of view. However, if the network has to implement a complex detection mechanism to detect the deadlock situation, it might be preferable to have RLC internal triggers and a simple mechanism for the UE to request a reset. 
Based on our initial analysis, it appears that there might some possible mechanisms for the network to detect error cases and deadlocks in uplink direction. For example, the network can monitor the UE behavior after giving it a grant. If the network constantly fails to receive new data (including new transmissions or missing PDUs) on RLC level even if the received BSR indicates that there is data to transmit, the network could initiate an RLC re-establishment procedure. However, in order to rely on such a mechanism only, a careful analysis of various potential error cases needs to be performed. In following we present some preliminary analysis for discussion.
We have analyzed three different scenarios:
1. UE constantly retransmits an RLC PDU but the network never receives it. This can occur e.g. if the network encodes a status report incorrectly or if the UE decodes the status report incorrectly. In this situation the network receives an RLC PDU it does not expect. This can be detected by the network, i.e. by observing that no new RLC PDUs or expected retransmissions have been received even though the UE has been scheduled to transmit several times.
2. UE receives continuously status reports containing an erroneous sequence number. If the UE simply discards the reports, it might eventually stall the transmission window. After this, the network could detect the deadlock by not receiving new data or retransmissions even though the UE is scheduled.

3. UE receives consistently RLC PDUs with an erroneous header field. This could occur if the network codes the header incorrectly or if the UE decodes the header incorrectly. If the UE simply discards the received PDUs, there is no easy way for the network to detect this error case for RLC UM. (For RLC AM, it might possible to check the received status reports to detect this issue). However, the problem is typically detectable at higher layers, which may then initiate required actions. We also note that in 25.322 (see section 11.2.4) the RLC UMD PDUs with incorrect header are discarded.
Based on this analysis it seems that it might be possible to detect certain error conditions and to trigger RLC re-establishment from the network for these cases. Still it seems this approach is not possible for all error cases (e.g. reception of an erroneous header in the downlink). Also the reliability of the methods seems unclear. All methods introduce also additional complexity by e.g. coupling different protocol layers. 
Based on the discussion above, we propose to discuss the need to specify RLC internal triggers for re-establishment. If no simple method for network to reliably detect error conditions is available we further propose
Proposal 1: it is proposed to trigger an RLC re-establishment based on exceeding maximum number of transmission attempts. 
Additional triggers could include reception of an erroneous sequence number in a Status Report or reception of an erroneous header field, but further analysis is needed to better understand if the UE should discard the received PDU or initiate a re-establishment.
3 Procedure for RLC re-establishment

For network initiated re-establishment, there are two potential procedures network can use to trigger an RLC re-establishment
· Intra-LTE hand-over

· RRC connection release

Neither of these procedures is really suitable for triggering the RLC re-establishment. 
The intra-LTE hand-over correctly resets both the MAC and RLC entities. However, as currently specified, the HO command triggers a PDCP status report, which is not needed for the RLC re-establishment. If HO command is used to trigger an RLC re-establishment procedure, it would be preferable to be able to indicate in the HO command if a PDCP status report is needed or not. This requires changes to the HO command, which are not really useful for the execution of the hand-over. Furthermore, the RLC re-establishment is not logically connected to the hand-over procedure; a separate procedure would still need to be defined to reset the RLC, would the HO command be used to this purpose. Thus we would like to avoid using HO command to (only) initiate RLC re-establishment.
RRC connection release is suitable for re-establishing both the SRBs and user plane bearers. However, simply releasing the RRC connection can lead to unwanted NAS signaling to the core network, which should be avoided if possible. The connection release command should also contain an indication to the UE that it should reconnect immediately, i.e. the RRC Connection Release message should contain an indication that the UE should establish an RRC Connection Request immediately, without performing NAS service request.  Again this means that if the current RRC Connection Release procedure is used for RLC re-establishment it needs to be modified. Based on this we would like to avoid using RRC connection release for re-establishing RLC. 

As none of the existing methods is really suitable for the RLC re-establishment, we propose to include an indication that RLC re-establishment is requested in the RRC Connection Reconfiguration procedure

Proposal 2: An indication that RLC re-establishment is requested is included in the RRC Connection Reconfiguration procedure.
For UE initiated re-establishment the only potential procedure seems to be RRC Connection Re-establishment. The main drawback of the procedure is that all bearers will be re-established, but this could be acceptable to recover from the error cases. Thus we propose
Proposal 3: The UE can request re-establishment of all bearers with RRC Connection Re-establishment. 
4 Re-establishment of individual bearers
As the re-establishment should only occur at the error cases, we do not see a strong motivation for re-establishing the individual bearers. However, if the re-establishment is performed as part of the RRC Connection Reconfiguration procedure, it clearly would be beneficial to avoid resetting RLC entities not affected by the reconfiguration. This would be especially preferable for SRBs, which should not be affected by the user plane reconfiguration. As there does not seem to be any extra complexity associated with re-establishing individual RLC entities for network initiated re-establishment, we propose
Proposal 4: It is possible to do RLC re-establishment for individual bearers for network initiated re-establishment. 
5 Conclusion

In this contribution we have analyzed the need for RLC internal triggers for re-establishment. If no simple method for network to reliably detect error conditions is available we propose

Proposal 1: it is proposed to trigger an RLC re-establishment based on exceeding maximum number of transmission attempts. 

Proposal 2: An indication that RLC re-establishment is requested is included in the RRC Connection Reconfiguration procedure.
Proposal 3: The UE can request re-establishment of all bearers with RRC Connection Re-establishment. 
Proposal 4: It is possible to do RLC re-establishment for individual bearers. 
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