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1.
Introduction
The basic principles of the UL logical channel prioritization have been decided in stage 2. This paper discusses some issues that need agreement  in order to finalize the stage 3 specifications.

2.
Discussion

2.1
Averaging of PBR and MBR
The behaviour of the logical channel prioritization algorithm will depend on over which time scale PBR and MBR are averaged. As pointed out in some previous proposals [1], [2] a token bucket approach could provide a suitable framework to specify this averaging in sufficient detail.
However, in order to keep the complexity down and provide an algorithm that can be tested with reasonable effort we believe that it is important to limit the number of configurable parameters. 
As mentioned in [1] a token bucket algorithm can be characterized by two parameters

· The token rate; in bytes per TTI; indicates how many bytes are added to the bucket at each TTI

· The bucket size; in bytes; indicates that the maximum number of bytes that can be accumulated for a given bearer
When it comes to the averaging of PBR and MBR the token rate corresponds directly to the PBR and MBR values that are agreed to be signalled in stage 2. Thus no additional parameters are needed to control the token rate.

Proposal 1: A token bucket is used in the UL prioritization algorithm where the token rate for averaging of PBR and MBR is given by the signalled values of PBR and MBR respectively.
The bucket size that is also needed in the algorithm may also be configured explicitly as proposed in [1]. An alternative would be to have a bucket size that is either fixed in the specifications or derived from the signalled PBR and MBR values. As an example the bucket size could be set to (5*token rate) which would mean that a bearer can accumulate 5 TTIs worth of data in the bucket.

Proposal 2: Discuss if it is feasible to have the bucket size derived from the token rate.

The token rate and bucket size are the main parameters of the token bucket algorithm. In [1] it was also proposed to have a maximum output rate that indicates a maximum number of bytes that can be taken out of the bucket per TTI. We don’t see a strong need for this parameter that would motivate the additional complexity.
Proposal 3: Do not use a maximum output rate parameter in the algorithm

2.2
Impact on UE buffer reporting
Buffer reports will be used to indicate to the eNB scheduler how much data a UE has available on different radio bearer groups. Since the amount of data that can be transmitted on a radio bearer depends not only by the amount of data in the buffer but also on the averaged PBR and MBR these values should potentially be considered in the reported buffer reports.
Two main alternatives are possible:

a) The buffer report indicates the amount of data in the buffer for each bearer group.
Alternative a) is simple for the UE but in case the scheduler wants to allocate a grant according to the amount of data that can be transmitted in the following TTIs it must estimate that from the knowledge of the parameters in the token bucket algorithm and potentially the amount of data recently transmitted on different bearers.

b) The buffer report indicates the amount of data that can be momentarily transmitted from each bearer group.

Alternative b) corresponds to the solution outlined in [3]. This alternative can be argued to better reflect the amount of data that the UE actually can transmit in the near future since the limitations given by the averaged PBR are considered. However, this also hides information from the scheduler since in many cases only the average PBR will be reported regardless of how large the buffers are. Since the scheduler can estimate the average PBR from the parameters in the leaking bucket algorithm and the recently transmitted data it can also be argued that alternative a) is preferable. The formula presented in [3] would need to be modified slightly can could look as below:
Assume that a radio bearer group k consists of one or more radio bearers i. The reported buffer size RB(k) for a bearer group can be calculated from the buffer size BS and the averaged values PBRA and MBRA for each bearer: 
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In case MBR is not configured (non GBR bearer), MBRA is considered to be zero for that bearer.
Proposal 4: the UE buffer report reflects the amount of data in the buffers without consideration of average PBR or MBR
2.3

Handling of equal priority
Several radio bearers can be configured with the same priority and according to stage 2 the UE shall in this case “serve these radio bearers equally”. It is however not defined how this is achieved in practice. One alternative is to leave this up to UE implementation. That could however have the effect that UEs behave very differently (e.g. consider the “equal” property over very different timescales). Thus it could be beneficial to define how this is achieved in practice to assure that UEs behaves the same.

Looking at the stage 2 procedure currently agreed:
1.
All the radio bearer(s) in decreasing priority order up to their PBR;

2.
All the radio bearer(s) in decreasing priority order for the remaining resources assigned by the grant and the function ensures that the MBR is not exceeded.

It is clear that the behaviour of the mechanism with regards to priority only depends on which order the bearers are considered. A simple handling of bearers with the same priority is thus just to assume that the bearers with equal priority in fact have an imagined priority order and then change that order for each run of the algorithm in a round robin fashion.
Proposal 5: Bearers with equal priority shall in the prioritization algorithm be treated with a relative priority order that is changed in a round robin fashion for each run of the algorithm.

3.
Conclusion
Based on the above discussion we propose the following:

Proposal 1: A token bucket is used in the UL prioritization algorithm where the token rate for averaging of PBR and MBR is given by the signalled values of PBR and MBR respectively.
Proposal 2: Discuss if it is feasible to have the bucket size derived from the bucket rate.

Proposal 3: Do not use a maximum output rate parameter in the algorithm

Proposal 4: the UE buffer report reflects the amount of data in the buffers without consideration of average PBR or MBR

Proposal 5: Bearers with equal priority shall in the prioritization algorithm be treated with a relative priority order that is changed in a round robin fashion for each run of the algorithm.
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