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1. Introduction

The goal of the RLC window mechanism is to perform flow control to prevent two problems:
· PDU SN ambiguity at the receiver. 

· Buffer overflow at the receiver, whereby the transmitter sends more data than what the receiver can handle/buffer.

When the size of the PDU was fixed e.g. in UTRAN, the PDU SN based window mechanism was capable of preventing both problems. Since the PDU size can vary per TTI in LTE, there are generally two approaches to consider for LTE:

1. UE supports only PDU SN window, and eNB utilizes other measures (e.g. UL grants) to manage eNB’s reception buffer.

2. UE supports both PDU SN and byte based windows (e.g. see [1]
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The second approach is clearly a full-proof solution to both problems, and is indeed viewed as the approach for downlink whereby the eNB will implement both PDU SN and byte based windows to protect against UE buffer overflow (similar to UTRAN Rel-7 whereby the RNC is assumed to incorporate both) . In this contribution we analyze the effectiveness of various measures that the eNB can use in conjunction with the first approach whereby only a PDU SN transmit window is supported as agreed in RAN2#60.
2. Analysis 
2.1. Root cause for buffer buildup/overflow at the receiver

Waiting for a missing RLC PDU to be retransmitted is the root cause for buffer buildup, as the correctly received PDUs/SDUs will have to be kept in the receive RLC buffers until the missing PDU is received (via ARQ retransmission), or until an event triggers the receiving RLC entity to stop waiting and to advance its receive window (e.g. such as a reordering timer expiry, or a reception of an MRW from the transmitting RLC entity). 
Therefore, the faster a missing PDU is scheduled for retransmission, the lower the likelihood that receiver buffer buildup/overflow will occur. Hence, in order to help prevent buffer buildup, a transmitting RLC entity should prioritize the retransmission of ‘old’ PDUs via ARQ over the transmission of new PDUs. Thus we propose to capture the following in [3]:

Proposal 1: The transmitting side of an AM RLC entity shall prioritize the retransmission of PDUs or PDU segments over the transmission of new PDUs. 
2.2. Analysis of trying to prevent eNB buffer overflow via UL grants
In RAN2#60 [4], it was mentioned that “the eNB can manage its own reception buffer size by accurately controlling the UL grants”. We next discuss two potential ways of doing so, and analyze the effectiveness and responsiveness of various alternatives. 
2.2.1. eNB controlling the uplink grant size to ensure it is less than the available eNB buffer size
Since the eNB is in charge of the uplink grant mechanism and since our assumption is that the eNB will be tasked with dynamically allocating and monitoring the size of its RLC receive buffers, it was mentioned that the eNB should allocate a grant whose size is less than the available RLC receive buffer size as mentioned in [4]. Upon careful analysis however, by its own, this mechanism can not prevent receive buffer overflow due to two reasons:

· the uplink granting mechanism is not specific (i.e. the grant is per-UE, and not per-logical channel of a UE), and

· the UE’s logical channel prioritization rules (as defined by scheduling Priority, PBR, MBR) may not be constructive towards relieving buffer overflow, since they can lead to blocking/starving the logical channel that is experiencing RLC buffer buildup.  

So even if the eNB allocates a grant whose size does not exceed the available eNB buffer size, the UE may utilize such grant to send PDUs from another RLC entity (e.g. a higher priority logical channel) different from the RLC entity experiencing buffer buildup. This in turn may cause (in a worse scenario) further buffer buildup on other higher priority RLC entities, and so on until a deadlock occurs when the available eNB buffer size becomes zero, and no further uplink grants can be sent.  

Conclusion 1: Controlling only the uplink grant size can NOT prevent buffer buildup/overflow of the eNB’s RLC receive buffers, and may result in a deadlock scenario whereby the buffer gets full and the eNB can not send further grants. 
2.2.2. eNB keeps on allocating grants to a UE until the logical channel that corresponds to the RLC entity experiencing buffer buildup is served 
In order to ensure that the logical channel corresponding to an RLC entity experiencing buffer buildup is not blocked and will eventually be served, in another UL grant based approach, the eNB will keep on allocating uplink resources to the UE until such logical channel is served and the corresponding buffer is reduced. The rationale here is that in order to relieve buffer buildup one needs to allocate enough grants (perhaps exceeding the sum of the configured PBR’s) to ensure that the logical channel corresponding to the clogged buffer will be served and will not be blocked by other higher priority logical channels. Although such technique of keeping on allocating resources to a UE may eventually relieve buffer buildup, it has some drawbacks and side effects:
· Keeping on allocating grants to a UE may lead to over-allocating resources to a UE (possibly exceeding the sum of the PBR’s) just to accomplish buffer relief at the eNB, and under-allocating resources to other UE’s. Hence, the eNB will require a sophisticated mechanism to ensure that QoS and fairness can still be maintained among different UE’s while realizing buffer relief.

· Keeping on allocating grants to a UE may cause buffer buildup on further RLC entities (e.g. each entity is waiting for at least one missing PDU). In a worst case but possible scenario, such buffer buildup on several RLC entities will exacerbate eNB buffer overflow, and hence will require that the eNB dimension/configure its receive buffer to provision for simultaneous and significant buildup on several RLC entities. This can result in excessive memory requirements at the eNB.

· IF it occurs, relieving/emptying the receive buffer buildup may occur ‘eventually’ at the point when the intended logical channel is served, so there is no guarantee that buffer relief will occur in a timely or fully responsive fashion.
· Allocating additional grants to relieve buffer occupancy resulting from blocked RLC instances also has the result of increasing the overall grant requirement at any one point in time potentially reducing call admission to the cell.   

Conclusion 2: Keeping on allocating grants to a UE in order to relieve buffer overflow is NOT guaranteed to be effective or timely. It will probably exacerbate eNB RLC buffer overflow, will require the eNB to configure its buffers for the worst case where many logical channels experience built-up buffers simultaneously, and may have QoS and fairness issues if the eNB does not compensate for over-allocating resources to a UE. This solution may also reduce cell capacity since call admission would take into account the additional simultaneous UL grants to relieve buffer occupancy resulting from blocked RLC instances.   
3. Discussion of alternatives to effectively manage eNB buffer 
If a PDU SN window is the only windowing mechanism employed by the UE, then the eNB will need to perform dynamic memory management on its RLC receive buffers, whereby it dynamically allocates and monitors receive buffers first among the different UE’s, and further among the different logical channels (i.e. RLC entities) of a particular UE. 

Assumption 1: eNB needs to perform dynamic memory allocation and monitoring of RLC receive buffers among the different UE’s, and also among the different logical channels (RLC entities) of a particular UE. 
Such dynamic management and monitoring of the eNB buffer on a per UE and per logical channel basis can provide the inputs for triggering additional measures that can be used to detect and prevent eNB buffer buildup/overflow. 

In the next sections, we will discuss the effectiveness and responsiveness of other measures that can be used to prevent receive RLC buffer overflow at the eNB while minimizing or eliminating the negative side effects discussed above. 
3.1. eNB sending a more specific uplink grant (per logical channel of a UE, or a grant to be used by logical channels that have retransmitted PDUs)
If the uplink granting mechanism can specify the logical channel for which the grant applies, then if the eNB is experiencing buffer buildup on a particular RLC entity, it can mitigate the problem by sending a grant for the logical channel experiencing buffer buildup, and by having such logical channel prioritize retransmitted PDUs over new PDUs (as in Proposal 1, previously). The rationale here is that buffer buildup is due to waiting for missing PDUs, hence the faster the missing PDUs are retransmitted, the sooner the receive buffer is emptied. 

Alternative 1: A more specific grant (per logical channel of a UE) can be effective and timely in mitigating buffer buildup at the eNB. This alternative however will require revisiting earlier agreements related to the uplink granting mechanism. 

Another alternative is to have the eNB specify that this grant is to be used by logical channels that have RLC PDUs to be retransmitted as opposed to new RLC PDUs. This requires a modification of the UE’s logical channel prioritization functionality, since upon receiving such grant (that is limited to RLC retransmissions), the UE will first serve the logical channels that have PDUs for retransmission in a decreasing priority order, and then move on to serving all logical channels in a decreasing priority order up to the configured PBR, etc... 
Alternative 2: A more specific grant (a grant limited to logical channels that have PDUs for retransmission) can be effective and timely in preventing buffer buildup at the eNB. This alternative however will require revisiting earlier agreements related to the logical channel prioritization logic.
3.2. eNB reconfiguring logical channel prioritization parameters (via RRC)
If the eNB is experiencing buffer buildup on a particular RLC entity, it can mitigate the problem by reconfiguring (via RRC) a UE’s logical channel prioritization parameters (e.g. Priority or PBR) for the logical channel experiencing buffer buildup. By increasing the priority of such logical channel (or decreasing the priority of other logical channels), and by having such logical channel prioritize retransmitted PDUs over new PDUs (as in Proposal 1, previously), the built-up buffer can be emptied in a timely and effective manner. 
Since the objective is to relieve buffer buildup by temporarily boosting a logical channel’s priority, and not to permanently affect the UE’s QoS, then the eNB will need to send another RRC message to revert to the normal configuration once the eNB buffer overflow is relieved. 

This measure requires the re-configuration of logical channel prioritization parameters, the eNB’s ability to maintain QoS and fairness can be more problematic or challenging, but nevertheless doable at a fairly reasonable level of complexity. 
Alternative 3: eNB sending RRC messages to reconfigure a UE’s logical channel prioritization parameters (e.g. Priority or PBR) in order to promptly relieve eNB buffer buildup on a particular RLC entity, is an effective and timely mechanism for preventing buffer buildup/overflow. 
3.3. eNB sending RLC control PDUs to reconfigure/adapt transmit window 

If the eNB is experiencing buffer buildup on a particular RLC entity, it can mitigate the buffer buildup problem by sending an RLC control PDU (e.g. STATUS PDU) to reduce (reconfigure) the transmit window size e.g. akin to UTRAN’s STATUS PDU with a WINDOW SUFI, and hence prevent the UE from transmitting new PDUs on higher priority logical channels. By controlling the transmission of new RLC PDUs on certain logical channels, the eNB can speed up the retransmission of missing RLC PDUs for the blocked RLC entities, therefore the built-up buffer can be emptied in a timely and effective manner.

Nevertheless, the triggering mechanisms for the RLC window control procedures can add some complexity since the buffer status on one RLC entity can affect the transmit window size on another RLC entity. Maintaining QoS and choosing the new window size can be challenging, but doable. Also, this approach will require supporting the dynamic re-configuration of RLC transmit window size, hence revisiting some earlier agreements. 

Alternative 4: eNB sending RLC control PDUs to reconfigure the transmit window size on one or more logical channels can speed up the retransmission of missing PDUs by the UE, and is an effective and timely mechanism for preventing buffer buildup/overflow. This alternative however will require revisiting earlier RLC window agreements.
3.4. Modifying the UE’s logical channel prioritization to consider/prioritize the logical channels that have RLC PDUs for retransmission

This alternative is similar to Alternative 2 discussed previously. However, instead of changing the logical channel prioritization logic only as a result of receiving a specific grant, such logic will be adopted at all times. Hence, at all times, the UE will first serve the logical channels that have PDUs for retransmission in a decreasing priority order, and then move on to serving all logical channels in a decreasing priority order up to the configured PBR, etc…
Alternative 5: Modifying the UE’s logical channel prioritization logic to prioritize logical channels that have PDUs for retransmission can be effective and timely in preventing buffer buildup at the eNB. This alternative however will require modifying earlier agreements on logical channel prioritization, something that probably should not be revisited.
4. Conclusion and Proposal
In this contribution, we first concluded that just relying on the current eNB UL grant mechanism to control eNB buffer overflow is NOT guaranteed to be an effective or fast solution to mitigate or prevent buffer overflow. In fact, it can lead to exacerbating RLC buffer problems and imposing excessive memory requirement at the eNB. We then analyzed what alternative measures can be supported by the eNB in order to mitigate/prevent eNB buffer overflow effectively and quickly, when the UE employs only PDU SN based transmit window (instead of both PDU SN and byte based as in [1]
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Following are the alternatives we believe can be effective and responsive/timely in mitigating/preventing eNB receive buffer overflow once the eNB detects buffer buildup risk:
1. Alternative 1: eNB sending a more specific grant: per logical channel of a UE
2. Alternative 2: eNB sending a more specific grant: a grant limited to logical channels that have PDUs for retransmission.

3. Alternative 3: eNB sending RRC messages to reconfigure a UE’s logical channel prioritization parameters (e.g. Priority or PBR).

4. Alternative 4: eNB sending RLC control PDUs to reconfigure the transmit window size on one or more logical channels in order to speed up the retransmission of missing PDUs by the UE. 

5. Alternative 5: Modifying the UE’s logical channel prioritization logic to prioritize logical channels that have PDUs for retransmission. 

Most alternatives e.g. 1, 2, 4, 5 will require modifications or revisiting earlier agreements. At least alternative 3 can provide an effective and timely solution and makes use of RRC functionality without the need to revisit earler decisions..   
Therefore, in summary, we believe that supporting only a PDU SN transmit window by the UE is acceptable since there is at least one available measure (i.e. alternative 3) that the eNB can implement to effectively and quickly prevent buffer overflow. 
Finally, we propose to capture the following in [3], since this can help in mitigating and preventing receive buffer overflow:

Proposal 1: The transmitting side of an AM RLC entity shall prioritize the retransmission of PDUs or PDU segments over the transmission of new PDUs. 
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