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1
Introduction
Prior meetings have briefly touched on the issue of whether there is a need to define the RLC Reset function and whether it is better to define RLC Re-establishment. This contribution addresses the larger issue of what are the causes behind potential needs for such functionality and discusses alternate approaches that should be considered – it is assumed that given the larger scope of this topic, the discussion will take place with the whole group as opposed to being limited ot the upper plane group.
2
Discussion
2.1
UTRA Reset vs. Re-establishment
1. In UMTS the RESET procedure has been defined as a peer-to-peer message exchange that enables one of the entities to signal the other to reset. This is a handshake procedure with a RESET ACK being sent back to confirm. The predominant trigger for this procedure is the MaxDAT transmission of a packet. However, quite clearly the underlying reason is the bad radio. Resetting the RLC does not help. Of course if the initiator receives the RESET ACK back then the link is obviously working - but this is more unlikely to be the case. In case of RLC reset only the one bearer gets affected.

2. The other mechanism is the triggering of RLC re-establishment through the RC procedure based on an unrecoverable RLC trigger. In this case RRC signaling re-establishes all the RBs - of course this could well have been specified as affecting only the RB of interest.

2.2
Handling in LTE
In prior meetings, various triggers for Reset/re-establishment have been proposed, including:


- Inter-eNode B handover


- Failure of SDU discard procedure


- Unspecified or unforeseen "internal" error in RLC


- MaxDAT is reached


- MRW procedure reaches max MRW transmission attempts


- Erroneous RLC SN is included in STATUS PDU

Looking at each of these triggers:


- inter-eNode B handover - this is essentially a local reset as opposed to a peer-to-peer message exchange. We could define a formal procedure or simply state what the UE does. Since the handover itself is an RRC procedure it could be argued that it is sufficient to define a RLC re-establishment procedure that is triggered through RRC signaling.


- failure of SDU discard procedure - this is interpreted as being caused by a failure to confirm the SDU discard procedure; hence it is equivalent to the case of sending the MRW/MRW ACK max transmission times and still failing. Quite clearly the failure to successfully transmit a control PDU can only be due to failure of the underlying link layer - thus resetting the RLC protocol layer cannot fix this.


- unspecified/unforeseen "internal" error - while one could argue that something along these lines is good to define for a complete protocol, can one be assured of an improvement following the RESET? What would change especially given the “unspecified/unforeseen” internal error?


- MaxDAT is reached - this case clearly seems to be symptomatic of a link layer issue and hence not resolved through RLC RESET.


- Erroneous RLC SN is included in STATUS PDU - it can be argued that in this case re-polling or ignoring the report and then relying on upper layer to retransmit the SDUs in question could be an equally viable approach. Also, if the protocol is correctly defined then such a case should not occur.

2.3
Discussion

Based on the above analysis, the following observations are made:

1. In case of inter-eNode B handover, since the procedure is triggered by RRC, the correct approach is seen to be a re-establishment of the protocol entity triggered by RRC through an inter-layer procedure. Whether an explicit “re-establishment” procedure is formulated or simply the actions RLC performs are specified is then a minor issue.

2. For all other cases, it seems the more important issue is to fix the root cause - get the link layer to work again. Of course one might argue that the UE (for e.g.) can first check if indeed the link is operational by sending a control PDU and checking to see if a response is received for example, and failing which the UE can then take alternate actions. However, this seems rather un-necessary. It is more than likely that the UE simply needs to take other actions right away. Below is a proposed sequence of potential actions/procedures that should be defined in cases other than handover:


- if the desire is to take things on a step-by-step basis, then RLC should indicate to RRC the need for corrective action, following which (the eNode B) RRC can issue a command for RLC re-establishment for that one radio bearer. In case the UE detects the problem, this of course first requires the UE to indicate this to the eNode B.


- If following the triggering of the RLC re-establishment procedure no improvement is seen (measured/identified through a counter perhaps), the eNode B can then issue a command for release. This will then be followed by RRC Connection re-establishment.

Alternately, we can define a simpler one-step sequence wherein, on detection of a problem in RLC, RLC indicates this to RRC. If the problem is in the eNode B, eNode B may trigger a release following which the UE can initiate a RRC connection r-establishment – cell reselection would be one of the steps on the way to connection re-establishment. If the problem is detected in UE RLC, the UE shall simply trigger a RRC Connection re-establishment.
3
Conclusions

Proposal 1: On detection of a problem in the RLC layer (and in fact similar mechanisms could be made operational for PDCP and MAC as well), the UE initiates a connection re-establishment procedure including when necessary a cell reselection.
