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1
Introduction

In [1], it was suggested that for the first LTE MBMS release, the MBSFN and SC-PTM without counting enabled feature should be given the priority. This simplifies the first-release LTE MBMS design significantly (it may be well known that counting/polling is a complicated feature especially when switching is considered). In this paper, we discuss the scheduling and data handling for the MBSFN-only case.   

2 Traffic properties and Scheduling considerations 

The services that can be delivered by the MBMS are much diversified, which may including streaming video, streaming audio, rich text, etc. It seems that streaming video may be one of the major applications for MBMS; so in this paper, we use streaming video as an example for the service scenarios. The streaming video traffic model is shown in [2] [3]. We use an example of 32kbps streaming video with the following parameters (see Table 1). 

Table 1: Video Streaming Traffic Model Parameters

	Information types
	Inter-arrival time between the beginning of each frame
	Number of  packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 50bytes, Max= 125bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 20bytes
( = 1.2
	K = 2.5ms
( = 1.2


We assume that the network has 100ms buffering requirements, which equals the frame arrival rate. The following CDF (Figure 1) is generated by the simulations for the packet size.  
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Figure 1. CDF of Streaming Video Packet Size
Figure 2 shows an example of packet size variance. 
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Figure 2. Sample of packet size over 50 seconds.
The results show that the packet size for a single streaming video service is dynamic. Due to this observation, we can see that certain level of dynamic scheduling/multiplexing is necessary for MBMS to deal with this dynamics of instantaneous rate for the streaming video. We cannot simply assign a permanent resource to a streaming video service (for example, 4RBs per 100ms) since this reduces the spectrum efficiency.  In the above example, the 98th-percentile packet size is around 5000 bits while the 5th-percentile packet size is around 2500 bits. If we allocate the RBs according to the 98th-percentile, then easily we may lose 50% of resource usage when the rate is very low.  For simplicity, we do not anticipate fast AMC and blind detection as being effective for MBMS. 
However, on the other hand, in our study, we also found that although the traffic rate is dynamic, in the small time scale (ms level), the rate is relatively constant. Further, since MBMS is dedicated for multiple users, the transmission should not be affected by the per-user instantaneous channel condition. Based on this observation, we do not see the need of pure dynamic scheduling in sub-frame level. 

Proposal 1: For MBSFN transmission, sub-frame level dynamic scheduling is un-necessary to improve performance; however, a certain level of dynamic scheduling is necessary in a much long period (>>1ms), termed Scheduling Period (SP).  

Since MBSFN transmission should be coordinated among multiple cells, the scheduling decision for each SP should be made at the MCE. The scheduling decision is delivered to the ENB for the actual transmission. ENB should deliver the scheduling decision to the UEs via the MBMS control plane at the start of each SP. 
Proposal 2: MCE performs the scheduling at the start of each SP; the decision is delivered to the ENB and then delivered to the UEs. 
3 Network Buffering Effects and Multiplexing Consideration 

If network allows more buffering (more than 100ms), the traffic can be made smoother, however, we still observe the dynamics of the instantaneous rate (shown in Figure 3). 
[image: image3.png]bits

35

25

15

05

10

VER traffic dynamics

——— 100ms buffering
———200ms buffering
———400ms buffering
———800ms buffering

A

50

100

180 20 250 30 30
Video frame (1075)




Figure 3. Sample of packet size with different network buffering
This implies certain level multiplexing may be needed when mapping MTCHs to the MCH in order to fill up the TBs in the MCH.  Further, considering when a MCH is allocated for a MBSFN (Figure 4), each sub-frame may be given to one and only one MCH due to the SFN behaviour (different MBSFN should be allocated in different sub-frames), which potentially much increase the smallest TB size for one MCH. For example, in 20 MHz, using QPSK, rate 1/4th, around 6000 bits can be delivered roughly in one sub-frame (assuming 10% overhead). If no multiplexing is allowed, significant padding may be needed to fill up the TBs.     
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Figure 4. MTCHs mapping/multiplexing on MCH
Proposal 3: In the case that multiple MTCHs share the same MBSFN, they should be able to multiplex onto the same MCH in order to reduce padding. 

However, although the multiplexing is quite implementation dependent, we should notice that in different alternatives described below (Figure 4 and Figure 5). The multiplexing may have much different effect on the UE’s battery saving.
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Figure 5. Frequency first multiplexing
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Figure 6. Time first multiplexing
In figure 5, we show the frequency-first multiplexing. This solution may give less delay for all the services, since service data for all three MTCHs are transmitted from the start of the first MCH transmission and continuously. For time-first multiplexing, this solution may incur additional delay for MTCH2 and MTCH3; but it provides much better UE’s battery saving behavior. Further, considering MBMS is not an initial delay-sensitive service (not interactive), the delay should not be an issue, especially when considering the play out buffer in the application layer. 
In option 1 (figure 5), UE may need wake up on all the scheduled sub-frames to obtain its data. For example, if a UE only interested in MTCH1 (TV channel 1), the UE still need to wake up on all the sub-frames to obtain its data. However, in option 2, UE interested in MTCH1 only needs to wake up at the first 3 MCH transmissions while UEs interested in MTCH2 only needs to wake up at the following 2 MCH transmissions. Multiplexing on the same sub-frame is still allowed but only when necessary (e.g., in the 3rd MCH transmission) to avoid significant padding. Since the scheduling and multiplexing decision is made available to the UE at the start of the SP, the UE can have efficient DRx behavior to save the battery life.   

Proposal 4: Time-first multiplexing is applied for efficient DRx when multiple MTCHs multiplex onto the same MCH. Multiplexing on the same sub-frame is still allowed to avoid significant padding.     

4 MSCH necessity and S-MCCH
From the above discussions, we notice that certain level dynamic scheduling/ multiplexing is necessary for the spectrum efficiency in MBSFN. The scheduling decision should be sent to the UE at the start of the SP. If the SP period is not less than S-MCCH period, then S-MCCH can be used to deliver this scheduling information. Otherwise, a new channel may be required (MSCH?). Therefore, the necessity of the MSCH is really depending on the SP period and the S-MCCH period. In the case that SP is much less than the S-MCCH period, MSCH is necessary. In our study, we found that the SP should be within multiples of one-hundred milliseconds. Since we have not decided what and how to transmit the S-MCCH, but if it is in second level, then we see the necessity of MSCH.  
On the other hand, some MBMS service may have near constant service rate, such as streaming audio or some text service. In this case, persistent configuration is much favourable to reduce the signalling overhead. In this case, S-MCCH is more appropriate to send the persistent scheduling decision (re-configuration is also done by S-MCCH).  Hence, S-MCCH should have the capability to deliver the persistent configuration for certain services in order to reduce the signalling overhead.   
 Proposal 5: MSCH necessity depends on the SP and S-MCCH period. 
 Proposal 6: Persistent configuration of certain MBMS services is allowed and the scheduling decision/reconfiguration is delivered via the S-MCCH. 

5 Conclusion 

We propose that the following to be captured in the TS 36.300 chapter 15:
Proposal 1: For MBSFN transmission, sub-frame level dynamic scheduling is un-necessary to improve performance; however, certain level of dynamic scheduling is necessary over a much long period (>>1ms) and is termed Scheduling Period (SP).  
Proposal 2: MCE performs the scheduling at the start of each SP; the decision is delivered to the ENB and then delivered to the UEs. 

Proposal 3: In the case that multiple MTCHs share the same MBSFN, they should be able to multiplex onto the same MCHs in order to reduce the padding. 

Proposal 4: Time first multiplexing is applied for efficient DRx when multiple MTCHs multiplex onto the same MCH. Multiplexing on the same sub-frame is still allowed to avoid significant padding in sub-frame level.     

Proposal 5: MSCH necessity depends on the SP and S-MCCH period.  
Proposal 6: Persistent configuration of certain MBMS services is allowed and the scheduling decision/reconfiguration is delivered via the S-MCCH. 
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