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1
Introduction

Whilst the principles by which a UE should administer the sharing of assigned uplink capacity between radio bearers in order to fulfil QoS requirements has been identified and captured by stage 2 [1], there exist a number of issues that must be decided to enable progress in stage 3. One significant issue that must be considered is how much of the detail of priority handling and resource sharing should be specified in [2] and how much can be left to implementation combined with verification by testing. A second issue is what information, in the form of parameters, if any, should be provided to a UE to enable it to complete the QoS management satisfactorily.

2
Discussion

During stage 2 it was accepted that the simple highest priority first uplink resource assignment mechanism that is used in UMTS would not meet operator requirements and a more complex principle for resource sharing to avoid starvation of low priority bearers was agreed. A UE is required to contain an uplink rate control function and:

The uplink rate control function ensures that the UE serves its radio bearer(s) in the following sequence:

1.
All the radio bearer(s) in decreasing priority order up to their PBR;

2.
All the radio bearer(s) in decreasing priority order for the remaining resources assigned by the grant and the function ensures that the MBR is not exceeded.

RRC controls the uplink rate control function by giving each bearer a priority and a prioritised bit rate (PBR). In addition, an MBR per GBR bearer is also provided.

This is a clear statement of principle but it provides no guidance how a UE should implement resource assignment to achieve the requirement. Furthermore, there are open questions regarding, for example, what is meant by PBR and MBR in terms of rate control operation i.e. over what time period is conformance to the requirement to be fulfilled.

In practice, it is possible that many implementations will adopt a 'credit' or 'token bucket' [3] based assignment mechanism built around a time-increment T. Operation might be similar to the following:

1. Each time-increment T, for each bearer that has a non-zero PBR, the credit associated with the bearer, j, is incremented by the value of:  T x PBRj.

2. At each scheduling opportunity, where the UE is able to transmit new data, it selects data from the highest priority bearer that has a non-empty buffer state and a 'credit' value that is greater than zero. It can add to the transport block for that scheduling opportunity, data equal to the size of the buffer, the size of its 'credit' or the available space in the transport block, whichever is the smaller. The 'credit' for the bearer is decremented by the quantity of data that was added to the transport block.

3. Once all bearers have zero credit for their PBR, any remaining capacity in the transport block is allocated to the highest priority bearer that has a non-empty buffer and which has not exceeded its MBR.

This example is a simple representation, but several issues can be identified relating to its operation:

a.
 The size of the time-increment, T, appears to have a potential to influence on the performance of the resource distribution mechanism. If T is too small, there is a risk that SDUs will be segmented more often than is desirable. Possibly the value of T x PBR should be at least equal to a normal SDU size or transport block size whichever is the smaller. If the value of T is too large, then the delay interval between each bearer having access to transmission resources could be too long. 

b. If the data transferred to the transport block is strictly bounded by the available credit then it is possible that an SDU will be segmented, and a remainder not be transmitted, even if it would have fitted into the transport block. In these circumstances it seems desirable that the resource allocation function should complete transmission of the whole SDU, in order to avoid segmentation overhead. This could result in a negative 'credit' carried forward into the next time increment period T.

c.  It is possible that due to the restricted availability of transmission resources or an empty buffer status, a bearer's 'credit' may not be cleared by the end of each period T. It is then questionable whether the accumulated credit should be carried forward into the next time increment i.e. unused credits are accumulated. For bursty services this could result in a better matching of the assigned resources to PBR over a longer time frame, however, where there has been no data available for a relatively long time period, followed by the arrival of a significant quantity of data there could be a blocking of access to lower priority bearers. This would effectively defeat the intentions of the requirements. One way of avoiding such a blocking problem would be to require that accumulated credits are serviced after current credits (those allocated in this time increment) but before the highest priority/ residual phase. A second method could be to limit the maximum size of accumulated credits and/ or limit their lifetimes e.g. by bucket overflow in the token bucket method.

Central to the above, particularly c, is what is meant by PBR and MBR i.e. what time interval is it to be measured over and how is the UE to measure that it is meeting the requirement. 

3
Question and Proposal
A significant question that must be answered by RAN2 is the level of detail to which UE operation should be specified in [2]. It could be argued that there are three possibilities:

1. RAN2 describes in detail the uplink resource allocation procedure that should be implemented in the UE.

2. RAN2 does not describe the uplink resource allocation procedure in any more detail than that adopted for stage 2 and relies on test cases to ensure that the UE is conforming to requirements.

3. RAN2 does not describe the uplink resource allocation procedure in much more detail than adopted for stage 2 but introduces parameters by which the network can influence the behaviour of the UE allocation period and provides requirements/ guidance so that the potential inefficiencies of, say, using a credit type scheme are covered.

Option 1 represents the most work for RAN2 and would limit implementation freedom. Possibly, it should only be adopted if options 2 and 3 are deemed to be unsuitable. It is anticipated that a 'credit' based mechanism e.g. token bucket would be used as a basis and it would be possible to indicate precisely what the UE should do with regard to, for example, a, b and c above.

Option 2 is probably the simplest from a RAN2 perspective, but it places the maximum burden on RAN5 to identify test cases that ensure the UE behaves correctly over a range of conditions. However, because there is no provision of control parameters, e.g. time-interval T, to the UE it is suspected that the UE behaviour will be optimized to the test cases e.g. the particular time periods that are used to average PBR. 

Option 3 would enable some network control over the resource allocation process, for example it could be specified as a requirement that the UE should ensure that the UE meets PBR and/or MBR measured over a time period T. T could be specified in the standards, if this is a practical solution, or could be signalled per UE or per bearer as part of bearer setup. This could, perhaps, provide a basis for testing as well enabling a network to control UE behaviour. In the case of a token bucket model being implemented, it is thought that the bucket size could be related to T and the PBR/MBR.

With regard to issue b above, it is suggested that it may be sufficient if the specifications state something like 'a UE should avoid unnecessary segmentation by transmitting using SDU boundaries even if this temporarily increases the data rate assigned to the bearer to above the PBR'. With regard to issue c above, it might be sufficient for the standards to state that 'a UE should ensure that, where traffic is bursty, the long term rate available to a bearer is not less than the PBR, however, this has lower priority than ensuring that the PBR of lower priority bearers is met over the specified time period T'. Alternatively, the maximum time equivalent, T1, over which the bearer could accumulate unused credit could be specified. It is believed that for a token bucket implementation bucket size would be related to T1 would be related and the PBR. T and T1 could be equal.

It is proposed that RAN2 should progress work relating to uplink resource utilization based on option 3.

4
Conclusions

This Tdoc has questioned whether it will be necessary for RAN2 to specify the operation of the UL rate control function in detail or whether it should be possible to define UE behavior via test cases or via the specification of requirements and associated parameters. It is proposed that RAN2 should discuss this topic in order to identify if a conclusion can be reached. The suggestion here is that UE compliance should be possible through the specification of requirements and parameters e.g. a UE is required to ensure that PBR and MBR are met measured over a time period T. The value of T may not be the same for each of the two measures or for each bearer. Additional constraints may need to be added to limit the effects of, for example, sub-optimum segmentation and irregular data arrival.
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