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1 Introduction
One open issue is to what degree we should design the RRC protocol to allow procedures to be run in parallel. This paper goes through the alternatives for allowing parallel RRC high-level procedures and sorts out what kind of interactions and mechanisms that need to be specified. 
2 Discussion
2.1 Definitions and scope
TR 25.921 states that “A procedure is typically a sequence of events, with a start and an end, which can be observed in the protocol and/or in the interfaces to other layers (upper and/or lower layers)”. What has been defined as “high-level procedures” in 36.331 corresponds to the “procedure” here. In case of an RRC Connection Reconfiguration (high-level) procedure, several “elementary procedures” can be triggered in parallel by a single RRC CONNECTION RECONFIGURATION message and any interactions between these elementary procedures is a separate issue and out of scope of this paper.
An RRC procedure can be seen as “ongoing” in the UE if the event that starts the procedure has occurred (e.g. the UE RRC entity has received an RRC message from the network via layer 2) while the event that ends the procedure (e.g. the UE RRC entity has submitted a RRC message to layer 2 for transmission) has not yet occurred. 

If a second procedure is started in the UE (UE- or network-initiated), while a first RRC procedure is ongoing in the UE, two parallel RRC procedures are ongoing from the UE point of view. These two parallel RRC procedures may or may not interact. If they not affect each other in every possible case there is no interaction that needs to be specified. Interaction may need to be specified in 36.331 if there are cases where the two procedures affect each other, e.g. if one of the procedures causes the other one to fail in certain situations.
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Figure 1. Example of parallel RRC procedures – the UE RRC entity starts processing message 2 before the procedure initiated by message 1 has ended
Please note that this paper deals only with parallel procedures within the same protocol layer – RRC. While it is out of scope here to discuss implications of allowing e.g. NAS procedures in parallel with RRC procedures, we assume that basically the protocol layers are independent and any dependencies are specified using primitives between the layers as mechanism.
2.2 Considerations that may impact the need for parallel RRC procedures

The concept of parallel RRC procedures is defined from the UE RRC entity point of view. So, the case when a second RRC message is sent to the UE but processed by the UE RRC entity only after the first RRC procedure has been completed (please see the figure below) is not a case of parallel RRC procedures in the UE. In the figure below we assume that when the RRC CONNECTION RECONFIGURATION COMPLETE message has benn submitted to layer 2 for transmission the RRC connection reconfiguration procedure ends.
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Figure 2. Several downlink outstanding procedures handled in sequence by the UE – but NOT parallel procedures from the UE point of view.
From the network point of view, two downlink procedures are outstanding in parallel and it reduces the latency by the order of one roundtrip delay, compared to issuing the second message upon receiving completion of the first procedure. Therefore this “FIFO” method could be seen as an alternative to “true” parallel RRC procedures. However, the UE RRC procedure performance requirements should then allow such cases.
Whether Activation time is used or not also impacts the possible need for parallel RRC procedures. In UTRA, Activation time of up to 2.56 s in the future is possible for reconfigurations, and in such scenarios the network may need to initiate a second procedure (typically a handover or active set update) that overrides or is added to the first one. However, our current assumption is that Activation time can be avoided in E-UTRA.
At the last RAN2 meeting we agreed that SRB1 should be used for most RRC and NAS messages on the DCCH. We also said that SRB2 could be used for high-priority RRC messages on the DCCH, but it is FFS which messages that could be sent on that SRB (candidates are RRC CONNECTION RECONFIGURATION, MEASUREMENT REPORT and MOBILITY FROM E-UTRA COMMAND). If the network sends an RRC message on SRB2, and the UE is processing a message that was received on SRB1, one could argue that the UE shall immediately start to process the message on SRB2 and therefore two parallel RRC procedures would be ongoing in the UE. This possibility will be discussed further on in this contribution.
2.3 Different cases of parallelism
2.3.1 Case 1: A UE-initied procedure started during an ongoing network-initiated procedure

Typical examples of this case is when a Measurement report procedure or an Uplink direct transfer procedure is initiated by the UE while e.g. an RRC connection reconfiguration procedure is ongoing.
In the vast majority of cases we can’t see any interactions that need to be specified. However, there is at least one exception - radio link failure occurs during an ongoing RRC connection reconfiguration procedure. In this case, the UE shall start cell selection and then initiate an RRC connection re-establishment without waiting for the reconfiguration procedure to complete. Since the UE will typically receive a new radio resource configuration as part of the RRC connection re-establishment, the ongoing RRC connection reconfiguration procedure may or may not be consistent with the new configuration. Also, the UE may end up in a cell controlled by a different eNB (or in a different RAT) which typically doesn’t know about the ongoing RRC connection reconfiguration procedure. 
The ongoing RRC connection reconfiguration procedure should therefore be aborted and the UE should revert back to the old configuration upon radio link failure. No response message should be sent for the RRC connection reconfiguration procedure that was aborted. If the UE would return to the source cell that invoked the reconfiguration procedure, reception of RRC CONNECTION RE-ESTABLISHMENT REQUEST would be a notification that the reconfiguration procedure failed.
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Figure 3. Radio link failure during an ongoing RRC connection reconfiguration procedure
2.3.2 A network-initiated procedure started during an ongoing UE-initiated procedure

The only UE initiated procedure requiring network response, that would be applicable here, is the RRC connection re-establishment  procedure used to recover after radio link failure.

When the UE has submitted the “RRC CONNECTION RE-ESTABLISHMENT REQUEST” message, it awaits a response message on the downlink CCCH to resolve contention and (re-)establish the SRBs. If there was any network initiated RRC message in the downlink queue at the point of radio link failure it be discarded due to re-establishment of SRBs and the UE will not receive that message.
Therefore, we have not discovered any case of a network initiated procedure that is started during an ongoing UE-initiated procedure.
2.3.3 A second network-initiated procedure started during an ongoing network-initiated procedure

2.3.3.1 DL direct transfer procedure

The downlink direct transfer does not interact with any ather ongoing procedure. However, if the network sends several DL direct transfer messages after each other there may be issues even if the procedures are executed in sequence (one-by-one) by the UE . The downlink direct transfer does not have a reply from the UE in the normal case. But at a protocol error, we assume the UE sends a generic failure message (“RRC STATUS”). 
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Figure 4. Protocol error on a DL DIRECT TRANSFER message

To identify which message that had the protocol error, both a failing message type and transaction id is needed.
2.3.3.2 Mobility from E-UTRA or RRC connection release procedure

If the UE would receive and process a MOBILITY FROM E-UTRA COMMAND or RRC CONNECTION RELEASE message (if exists) during an ongoing RRC procedure, the latter procedure is aborted and the UE leaves RRC_CONNECTED state. 
2.3.3.3 RRC connection reconfiguration procedure

If the UE would receive and process a RRC CONNECTION RECONFIGURATION message while another RRC procedure is ongoing in the UE there is typically an interaction especially if the ongoing procedure is also a reconfiguration procedure. Here we really need to decide on to what degree we should design the RRC protocol to allow the two procedures to run in parallel. 

We have identified three possible approaches.
2.3.3.3.1 Approach 1

The UE starts to execute the second reconfiguration procedure before the first one has completed, but the second procedure always fails and the first procedure is not affected. The UE sends an RRC CONNECTION RECONFIGURATION FAILURE with a transaction id equal to the one in the second RRC CONNECTION RECONFIGURATION message. This case is questionable, since the UE should not start to process the second message, if the procedure anyway would fail. It would be better to wait until the first procedure has been completed.
2.3.3.3.2 Approach 2
The UE executes the second reconfiguration procedure only after the first reconfiguration procedure has been completed. 
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Figure 5. Approach 2: Several downlink outstanding procedures handled in sequence by the UE

In this way, there is no interactions between the two. However, if the first reconfiguration procedure fails for some reason, the outcome of the second one may be affected and also fail. This case typically would be used after RRC connection establishment when security is started with a first reconfiguration procedure and radio bearers with a second one. The only mechanism needed to support this approach is a transaction id to link the response message to the initiating message. The transaction identifier identifies the instance of the high-level procedure (RRC connection reconfiguration) only – we don’t see a need for transaction identifiers of the elementary procedures contained as there is a common response message.
2.3.3.3.3 Approach 3

The UE starts to execute the second reconfiguration procedure before the first one has completed with the intention of allowing at least the second procedure to succeed. Depending on the contents of the two reconfiguration messages, there may be interactions. Allowing this without any of the two procedures to fail needs to be discussed on case-by-case basis. For example a second reconfiguration containing only a measurement configuration would theoretically be possible if the first reconfiguration contains a radio resource configuration. This approach would needs significant specification efforts to handle. 
The question is really if there is a need for allowing the third approach. Given that UE performance requirements are reasonably strict and no activation times will be used other than “Now”, every case when the third approach is used need to be motivated with a scenario where it provides enough performance benefit. 
A possible scenario for the third approach is a handover that is more prioritized than the ongoing reconfiguration procedure. In case the handover message is sent on SRB2 and the ongoing reconfiguration is sent on SRB1 the network is not sure of whether the first reconfiguration has started in the UE or not.In that case the content of the handover message should be independent of the outcome of the first reconfiguration procedure and therefore be a complete specification. 
However, by delaying the handover by the time it takes to process the first reconfiguration procedure may be acceptable if the performance requirement for the processing time is reasonable strict and the probability of handover during an ongoing other reconfiguration procedure is low. 

2.3.3.3.4 Recommended approach

We are in favour of approach 2, that is, UE does not execute parallel RRC procedures, but still the network may transmit a downlink message to invoke a new procedure while waiting for a response of an ongoing procedure.
3 Conclusion
We have discussed the different cases and approaches for parallel RRC procedures. We think that the normal UE behaviour is to process downlink messages without invoking parallel procedures and with reasonable UE procedure performance requirements this will be sufficient.
Allowing several reconfiguration procedures in parallel should if possible be avoided. Allowing a handover message sent on the high-priority SRB2 to be processed by the UE before another reconfiguration procedure has been completed needs strong motivation and we have not yet seen sufficient benefits of this. 
As already have been identified by RAN2, the specification should allow for the network to initiate a second procedure before waiting for a response on the first procedure (see figure 5). To handle this case, a transaction identifier is needed to couple the response message to the initiating message. 
For the procedures that do not have a specific reply message (e.g. DL direct transfer), a transaction identifier is needed as well. In case of protocol errors, a generic response message (“RRC STATUS”) would need to identify the failing procedure by the initiating message type and the transaction identifier (similar to the UTRA RRC approach for these cases).

4 Proposal
Proposal 1: As working assumption and starting point, the UE is not required to start processing a downlink RRC message until any ongoing RRC procedure has been completed. This does not prohibit the network to invoke a second procedure while waiting for a response on an ongoing procedure.
Proposal 2: To support the approach in proposal 1, include a transaction id in all downlink RRC messages and uplink reply messages. The value range depends to the required number of outstanding procedures of each type and 0-3 should be sufficient.
Proposal 3: At radio link failure, any ongoing RRC connection reconfiguration procedure is aborted without a response (success or failure) is transmitted and the UE returns to the old configuration.
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