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1. Introduction

In [1] and [2], both RAN2 and RAN3 were confronted with the proposition that support of overlapping MBSFN areas requires wasted resources due to overprovisioning.  This document examines the same general issue with an eye to determining what scenarios are actually realistic.
2. Discussion

The conclusion of [1] and [2] might be summarised as “you can’t put a quart into a pint pot”: If different MBSFN areas are supported in densely overlapping arrangements of cells, the demand on resources that need to be reserved to prevent interference is very close to n times the demand of a single MBSFN area.  (If the proportion of the carrier devoted to multi-cell E- MBMS services is small, however, even this linear growth need not be a problem, since the affected radio resources can still be used for unicast traffic or cell-specific services, except in the MBSFN guard areas.)
However, this analysis depends upon a rather arbitrary distribution of services.  In real scenarios, it is unlikely that services would be haphazardly distributed across overlapping areas; rather, the most likely scenarios for support of overlapping MBSFN areas are static regional overlap and moving clusters, and in the following sections we investigate these two scenarios in more detail.

2.1. Static regional overlap

In one scenario, services from two local areas overlap in the centre (as, e.g., Orange County in California receives local news from both Los Angeles and San Diego).  Figure 1 shows such a situation, with four sets of radio resources available, and a variety of services as well as unicast transmission (“U”) and idled resources (“x”).
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Figure 1: Scheduling of overlapping transmissions
Here service 1 from Area 1 and service 4’ from Area 2 are offered in the “overlap” area; services 2 and 4 are strictly local to Area 1, and service 1’ to Area 2.  The third set of resources is used for unicast transmission (or other uses, e.g., cell-specific services) everywhere.
The resource-management picture is quite clear: Due to the allocation of resources in the “overlap” area, certain services from Area 1 (service 4) and Area 2 (service 1’) cannot be reinforced by the transmissions that could otherwise be sent in the MBSFN guard areas.  The MBSFN transmissions in the three coloured areas are not themselves affected; each transmission offered in Area 1 is carried throughout that area, with the unused resources (“slot” 3 in the figure) available for normal use by other services such as unicast transmissions, and similarly Area 2 and the overlap area offer their services uniformly throughout.  The cost of “extra” reserved resources is paid only in the guard areas, where certain resources (for services 4/4’ in guard area A and 1/1’ in guard area B) must be idled rather than used for reinforcing transmissions.
Edge coverage, to be sure, suffers as a result of the absence of reinforcing transmissions; a UE receiving service 4 at the edge of Area 1 will see a lower signal-to-noise ratio than a UE receiving service 1 or service 2 in the same spot.  However, it should be emphasised that the problem is not interference but lack of reinforcement; these UEs are still receiving their services without the problem of an interfering signal, and in fact they receive the service as well as they would if the operator opted simply to idle the guard-area resources rather than using reinforcing transmissions in the first place.
2.2. Moving clusters
The second significant use case for overlapping MBSFN areas is a “moving clusters” situation, in which small MBSFN areas “follow” mobile users in areas where otherwise the service is not transmitted.  (It is not clear how often such situations would actually arise, but certainly scenarios are conceivable, especially considering the absence of point-to-point bearers.)  Figure 2 illustrates a situation in which two MBSFN areas (red and blue) overlap in two cells (shown in purple).  Note that some of the cells within each cluster are now involved in serving as guard-area cells for the other cluster; these cells, as well as the two cells where the guard areas themselves overlap, are marked “G*”.
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Figure 2: Overlapping clusters, with guard areas
Here the impact in resource usage could indeed be significant on a per-cell basis, especially if more than two clusters are involved.  The cells marked “G*” in Figure 2 must reserve the resources for both services. In the worst cases, where the red and blue services were initially using the same radio resources, one or the other must be rescheduled to use different resources during the period when the clusters overlap.
This constraint is not really very serious.  If both the red and blue services are advertised as being available, the network should in any case anticipate that in any given cell it could have UEs listening to both at once, and therefore it must maintain the capability to schedule them together.

Perhaps the most likely cause of a moving-clusters collision is a mobile-TV deployment, in which channels in some areas are being transmitted only if they actually have an interested user.  For the collision to represent a serious scheduling problem for the network in this situation, four conditions must be met:
· The carrier must be entirely or almost entirely dedicated to E-MBMS (otherwise resources can simply be “exchanged” with unicast services);

· The vast majority of radio resources must already be in use for other MBSFN services in the affected cells, with scheduling restrictions imposed by those MBSFN transmissions (otherwise resources can simply be “exchanged” with other MBSFN services);

· There must be a mechanism such as counting for detecting users per cell in real time (otherwise there is no way for the network to determine which services to transmit in a cell); and

· The network must be advertising more available services than it has radio resources to deliver them.

From this rather restrictive quartet of assumptions, the only possible conclusion is “don’t do that, then”: Networks should avoid overcommitting their radio resources!  It should be self-evident that the network described can in any case encounter the same problem without the “moving clusters” phenomenon, simply because users in a single cell demand too many different services at once.  That is, the problem is not actually an aspect of overlapping MBSFN areas as such, but of an overambitious deployment in which the network promises more than it can deliver.

2.3. Specification impact
As a final note, it should be remembered that the specification impact of supporting (or disallowing) overlapping MBSFN areas is not actually very large.  On the air interface the behaviour is invisible, and for the network it is obviously optional; the only real implication for specification is on network interfaces, which must support scenarios in which different radio resources in a single cell are “owned” by different MBSFN areas (which might or might not mean “different MCEs”).
In [3], we have already indicated how such complexities might be managed in the network without undue spec impact, and also how supporting them makes more efficient use of the MBSFN guard areas possible (using a behaviour which we have assumed above, e.g., in guard area A in Figure 1).
3. Conclusion

We conclude that the possibility for overlapping MBSFN areas should not be eliminated.  While this seems now to be a general understanding in the involved working groups, we hope that the analysis given here can help to illuminate the scenarios where overlapping transmission areas could be useful and methods for dealing with the more complex scenarios.
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