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1. Introduction

It has been a longstanding agreement, for physical-layer reasons, that an MCH transport channel is strictly time-multiplexed with other transport channels, i.e., a given subframe is either devoted entirely to an MCH or contains no resource blocks assigned to an MCH at all.  This document considers whether a similar multiplexing scheme should be adopted for MTCHs within an MCH.

2. Discussion
An MCH can be seen as a stream of subframes (=TTIs), and the question confronting us is how to map a given MTCH into those subframes.  One obvious option is strict time multiplexing, in which a particular subframe is devoted entirely to a particular MTCH.  Any alternative would involve some level of frequency multiplexing, with two services sharing a single TTI under at least some circumstances; in the extreme, services could be mapped freely within the space of the MCH, in (superficially) the same fashion that DL-SCHs can be mapped flexibly onto various physical resources.
2.1. UE requirements
2.1.1. Reception duty cycles
The most obvious tradeoff between methods of multiplexing is the UE duty cycle to receive a given service; obviously, the lightest duty cycle comes from strict time-multiplexing.  As we shall see in Section 2.2, it is very likely that most services can be sent in bursts that usually consist of a single TTI; changing this assumption by “spreading” the data in the frequency domain, into a second TTI, would thus double the UE’s reception load.

However, this effect may not be as dramatic as it seems, for the following reasons: First, if services are scheduled approximately periodically, e.g., once per 500 milliseconds, then going from one to two TTIs doubles the duty cycle from 0.2% to 0.4%—a 100% increase, to be sure, but still probably not a change of great significance.  Second, the UE must normally receive scheduling information for each scheduling period, and the fixed reception load imposed by this information could be significantly larger than the burden from a single service.

With these concerns in mind, strict TDM between MTCHs must be seen as having only a slight to moderate advantage over a more flexible form of multiplexing in terms of duty cycles.
2.1.2. Simultaneous reception

If MTCHs can be frequency-multiplexed, then a situation can arise in which a UE is attempting to listen to two services that are scheduled within the same TTI.  Exactly what this would imply for the UE depends on the details of scheduling for E-MBMS services, but at a minimum it would seem to require the UE to receive (or at least to be confronted with) two simultaneous transport blocks for different services.

A decision was taken some time ago to eliminate this possibility for unicast services.  If the same situation were allowed to arise in the MBMS context, RAN2 (and perhaps RAN1) would need to determine the expected UE behaviour.  There are several obvious possibilities (apart from simply requiring the capacity for simultaneous reception): The UE could be given the option to receive both services except in the case of conflicts, accepting data loss when its services are scheduled against each other; some form of registration or other heuristics could allow the network to attempt to avoid scheduling conflicting services; simultaneous reception could be an optional feature of the UE implementation; and so on.
2.2. Achievable data rates with strict TDM
This section examines the implications of restricting scheduling to a strict time-multiplexing scheme, with particular attention to how various data rates can be achieved and the resulting resource efficiency.  (It is obvious that a sufficiently flexible multiplexing scheme can achieve any data rate, with arbitrarily high efficiency, and thus we present no parallel analysis for the more flexible case.)

Throughout, we assume (based on performance requirements and the analysis in [1]) that the system achieves throughput between 1 bps/Hz and 2.88 bps/Hz.  (The upper bound is imposed by MCS limitations rather than radio conditions.)  The carrier is assumed to be 20 MHz wide, and the scheduling period (i.e., the frequency with which the radio resources allocated to a service can change) to be 500 ms.

It follows that a single subframe contains between 20 kbits and 57.6 kbits of higher-layer data.
2.2.1. Achievable data rates
With the assumptions described above, if a service is required to be scheduled for at least one subframe of every scheduling period, the minimum data rate offered by lower layers is between 40 and 115.2 kbps.  (This is the data rate offered to RLC; the application-layer data rate will be slightly lower because of RLC overhead, but for the moment we will ignore this distinction.)

However, there is no particular reason why a service should be scheduled in every scheduling period.  A low-data rate service can be offered simply by scheduling intermittently;  for instance, at 1 bps/Hz, a 10-kbps service could be delivered by scheduling one subframe in every fourth scheduling period (20 kbits every 2 seconds = 10 kbps).  However, any scheduling period in which a particular service is absent runs the risk of creating latency for users switching to that service, so this situation should be avoided to the extent possible.  (As suggested in [3], these low-rate services could conceivably be bundled together, allowing packets from two such services to be concatenated in a subframe.  It was observed in discussion during RAN2#59bis that this scheme would have the effect of forcing the two services to be transmitted over the same MBSFN area, which might be an acceptable cost in the case of services that consume little bandwidth.  Even in a strict-TDM scheme, this effect could be achieved by carrying the two services on a single MTCH, with the distinction between them somehow captured in the application layer.)
In a more typical example, a 2.88 bps/Hz system could deliver a 128-kbps service by scheduling one subframe every scheduling period, with an additional subframe every 9 scheduling periods.  This scheduling is shown in Figure 1.
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Figure 1: Scheduling a 128-kbps service in 57.6-kbit TTIs
Here the slight “irregularity” in scheduling causes no latency during a channel switch; the length of a scheduling period is effectively a lower bound for the switching delay, so as long as the service appears in every scheduling period, its exact distribution has no effect.

2.2.2. Efficiency

In practice, of course, data rates are rarely exact; especially with a VBR codec, the scheduler will need to concatenate packets into a single subframe until it approaches the subframe’s capacity, then send them all at once.  The packets are unlikely to fit exactly, causing some “wasted” bits.  This quantisation error is probably the strongest objection to strict TDM of MTCHs; in this section we attempt to determine how severe the problem is.

It is difficult to determine an appropriate model for the application-layer data stream, since a variety of data types (and a variety of codec behaviours even for the same class of underlying data) could use MBMS as a container.  Assuming a VBR codec emitting a maximum packet size of n bits, however, it is quite clear that there can never be more than n bits wasted in a subframe (otherwise another packet could always be concatenated).  For small IP packets, then, the efficiency of a strict-TDM scheme can be quite high; for instance, with a 320-octet packet limit (which was used for some studies of Rel-6 MBMS, e.g., [2]), the minimum efficiency in any single subframe of a 2.88-bps/Hz carrier would be above 95%.
A small simulation using output from a VBR H.264 codec, with the packets limited to 320 octets maximum, yielded the efficiency figures shown in Table 1.

	Throughput (bps/Hz)
	Minimum efficiency (theoretical)
	Minimum efficiency (observed)
	Average efficiency (observed)

	2.88
	95.7%
	95.77%
	97.93%

	1.0
	87.5%
	87.8%
	94.6%


Table 1: Efficiency of strict time multiplexing (320-octet packet size limit)

The same computations could be performed with various packet sizes, with predictably decreasing efficiency—in principle, up to the 1280-octet “minimum maximum” of IPv6.  In the worst case, a codec generating a stream of fixed-size 1280-octet packets could produce efficiencies as low as 67% (e.g., on a carrier achieving just below 1.5 bps/Hz, so that two packets would fit in each subframe but a third would be very slightly too large).

We conclude that, while the efficiency of a strict-TDM scheme is significantly dependent upon codec behaviour, reasonable codec settings can yield very high efficiencies in practice.  Stronger results would require a more detailed understanding of the expected behaviour of codecs used with E-MBMS.
2.3. Effects on MCE and scheduling
From an implementation perspective, it is fairly clear that the MCE has a less complicated combinatorial task in the strict-TDM case than with a more general form of multiplexing; it has only to determine the bandwidth requirement of each service for the upcoming scheduling period, then assign the appropriate number of subframes, rather than attempting to pack data blocks efficiently in both the time and frequency dimensions.  It seems safe to say that strict time multiplexing is simpler for the MCE.
The format of scheduling information is also affected by the restrictions on multiplexing MTCHs.  If they are strictly time-multiplexed, the scheduling information for a service in a scheduling period consists only of identifiers for one or more TTIs; in the more general case, each service may require one or even multiple resource-block pointers.  Since no decision has yet been taken on the general approach to scheduling, it is difficult to analyse this situation in detail, but again the time-multiplexed approach seems simpler.

2.4. MCCHs

For the most part, the analysis of this paper could be taken to apply to MCCHs as well.  However, the concerns about “underflow” and bandwidth inefficiency are more serious in this case, since a typical MCCH is almost certainly smaller than a typical MTCH.  On the other hand, since MBMS generally is more tolerant of brief data loss on the user plane than on the control plane, it might be beneficial to exploit “underflow” situations to make the transmission parameters of the MCCH (e.g., MCS) even more robust.
At this writing, discussions on the exact structure of the MCCHs are still ongoing, and it seems appropriate at this stage simply to bear in mind the issues described in this paper as the MCCH design develops.

3. Conclusion

Based on the analysis above, we conclude that strict time-multiplexing is preferable to a more flexible scheme for arranging MTCHs within an MCH.  The attached text proposal indicates how this restriction could be captured in a normative style, but some discussion may be needed to determine whether the principle is best considered as an actual requirement or simply a “suggested” network behaviour.
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15.3.3
Multi-cell transmission

Multi-cell transmission of MBMS is characterized by:

-
Synchronous transmission of MBMS within its MBSFN Area;

-
Combining of MBMS transmission from multiple cells is supported;

-
MTCH and MCCH are mapped on MCH for p-t-m transmission;

-
The MBSFN Transmitting, Advertising, and Reserved cells are either semi-statically configured e.g. by O&M (MBMS-dedicated cell or MBMS/Unicast-mixed cell), or are dynamically adjusted (MBMS/Unicast-mixed cell) e.g. based on counting mechanisms (FFS).

-
The MBSFN Synchronization Area is semi-statically configured e.g. by O&M. The MBSFN Area can be semi-statically configured by O&M or (FFS) dynamically configured by MCE.

-
Scheduling is done by the MCE.
-
AMC based on non-AS level feedback is FFS.
A carrier frequency may support more than one MCH, where the physical resource allocation to a specific MCH is made by specifying a pattern of subframes, not necessarily adjacent in time, to that MCH. This pattern is called a MCH Subframe Allocation Pattern (MSAP). Multiple MBMS services can be mapped to the same MCH and one MCH contains data belonging to only one SFA. Whether there is a 1-to-1 mapping between MCH and SFA is FFS.
A given subframe of the MCH contains data belonging to only one MTCH.
The content synchronization for multi-cell transmission is provided by the following principles:
1.
All eNBs in a given MBSFN Synchronization Area have a synchronised radio frame timing such that the radio frames are transmitted at the same time. 
2.
All eNBs have the same configuration of RLC/MAC/PHY for each MBMS service. These are indicated in advance by the MCE.
3.
An E-MBMS GW sends/broadcasts MBMS packet with the SYNC protocol to each eNB transmitting the service. 
4.
The SYNC protocol provides additional information so that the eNBs identify the transmission radio frame(s). The E-MBMS GW does not need accurate knowledge of radio resource allocation in terms of exact time division (e.g. exact start time of the radio frame transmission).

5.
eNB buffers MBMS packet and waits for the transmission timing indicated in the SYNC protocol. 

6.
The segmentation/concatenation is needed for MBMS packets and should be totally up to the RLC/MAC layer in eNB.

7.
The SYNC protocol provides means to detect packet loss(es) and supports a recovery mechanism robust against loss of consecutive PDU packets (MBMS Packets with SYNC Header). 

8.
For the packet loss case the transmission of radio blocks potentially impacted by the lost packet should be muted.

9.
The mechanism supports indication or detection of MBMS data burst termination (e.g. to identify and alternately use available spare resources related to pauses in the MBMS PDU data flow).
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