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1 Introduction 
The logical channel prioritization is one of the important procedures of the UL-SCH data transfer. So far the specification work spent much time to define a concept aimed at avoiding the starvation of low priority bearers, but a lot of FFS’s needs to be addressed in the current version of the MAC specification before the whole detailed procedure is complete (see [1] section 5.4.3.1).
This contribution addresses some of the FFS’s that are currently listed in [1] section 5.4.3.1, summarizes some of the proposals that have been made so far, and we try to propose a way forward.  
2 Discussion

2.1 Computation and averaging of the PBR/MBR and served bit rate
The question raised here is whether the computation and averaging of the bit rates (PBR, MBR, served) should be standardized, and if the answer is yes, what configuration parameters would be needed. 
· A previous contribution [2] clearly shows that depending on how the bit rate is averaged, the UE behaviour would be very different. This means that not only it would be difficult for the network to take scheduling decision with a common rule for every UE, but more importantly, as underlined in [2], the UE may miss the initial objective which is to avoid the starvation problem. 
· As an extreme example, if the computation/averaging of the PBR/MBR is not standardized, the UE could choose e.g. to make a simple implementation of the PBR and the MBR with the smallest possible averaging window, i.e. 1 TTI. This would be equivalent to say that this UE is considering “instantaneous” values of the PBR and MBR (exactly as the Non-scheduled Grant in E-DCH). This is probably not the desired behaviour. 
· Finally, if could be mentioned that the situation that was experienced for the E-TFC selection in UMTS-Rel6 should be avoided, i.e. we should try our best to make a clear specification from day 1 in order to avoid late and controversial CR’s which would delay the specification work later. 
For all the reasons above, we believe that the computation/averaging of the PBR/MBR should be standardized. 

Proposal 1 : Standardize the computation / averaging of the PBR/ MBR. 

The need to standardize the computation/averaging of the served bit rate is to be clarified but our initial view is that there is not need to average the served bit rate. 

In order to achieve the averaging of the PBR/MBR, the well known technique of the token buckets has already been proposed several times (see e.g. [2], [3]). 
It is assumed that 2 buckets are defined per RB: one to average the PBR, another one to average the MBR. The parameters requiring to be configured are listed below: 
For each bearer: 

· CPBR: PBR bucket capacity

· ITAPPBR: inter token arrival period associated to the PBR bucket

· NBTPBR: number of tokens that has to be added to the PBR bucket at each ITAPPBR
· TGPBR: token granularity (bit, byte, or more)

· MIRPBR: maximum instantaneous output rate (maximum number of tokens that can be taken from the bucket in a TTI). 
And the same set of 5 parameters should be defined for the MBR. 

The list above is an exhaustive list that can be simplified. We can for example decide that the TGPBR is anyway 1 byte, because it does not seem there is a need to have a more precise or more coarse value (the RLC PDU size granularity is 1 byte). We could also decide without any specific restriction that the parameter ITAPPBR  would be the same for all the bearers and equal to 1 TTI. Also, inversely to what is suggested in [2], we don’t see the need to define a value of MIRPBR different from the bucket size CPBR. 

So at the end, the simplified list would be: 

For each bearer: 

· CPBR: PBR bucket capacity

· NBTPBR: number of tokens that has to be added to the PBR bucket at each TTI.
And the same set of 2 parameters should be defined for the MBR. 

Proposal 2: The above parameters should be configured by RRC for each RB. 
2.2 Encoding of “No MBR”
For this issue, we see 2 possibilities:

1. the LCH could be configured with a “type”. Values for the “type” field would be e.g. “MBR_defined” or “No_MBR_defined”  

2. a special value of the MBR field could be used (e.g. MBR = 0 would unambiguously mean “no MBR defined”).    

Option 2 seems preferable in terms of simplicity of the RRC configuration message, and also it is more in line with the fact that the UE is in principle not aware of the type of the bearers (having in mind that MBR is in principle associated with GBR bearers and Non-GBR bearers don’t have any MBR). 

Proposal 3: Encode “No MBR” by a specific value in the MBR field, e.g. 0. 

3 Conclusion
In this document, we presented our preference for some of the open issues related to logical channel prioritisation, and we suggest that RAN2 discusses and agrees the proposals listed in this document. 
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