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1. Introduction

The logical channel prioritization procedure defined for LTE was designed in order to avoid starvation. In this contribution we point out that further specification work is needed in order to really avoid starvation and propose a framework for specification.
2. Discussion

2.1. Background

Contrary to the absolute priority rule used in WCDMA, it was agreed that the LTE rule would avoid as much as possible starvation of one radio bearer by another.
Starvation avoidance is ensured by allocating UL resources in two rounds. In a first round, only the minimum data rate required to avoid starvation is allocated, and in a second round the remainder of the grant (if any) is handled.
In the first round, logical channels are served up to their configured PBR and both GBR as well as non-GBR services may be allocated a PBR. This principle provides a mean to solve starvation issues because eNBs can configure the higher priority logical channel in such a way that not all the UL resources will be taken.

2.2. Starvation
Starvation can be defined as depriving a logical channel from accessing UL resources for a finite amount of time.

A typical example is when, in an absolute priority setting, an elastic-bandwidth service deprives any lower priority service access to UL resources. The lower priority resources in this case are starved as long as the elastic-bandwidth service has data to send, which happens for an amount of time that can be sufficient to impact the service.

In this contribution we focus on the definition of the PBR because depending on how it is interpreted by different UEs, different understandings of PBR may still lead to starvation of lower priority services.
For example, assuming a service is configured with a PBR at setup and doesn’t generate any data for an amount of time X, the amount of UL resources it can grab can be understood as PBR*X, which can be a very large number if X is large. As a result, lower priority services will be starved until PBR*X UL resources are consumed. 

The example above illustrates the necessity to specify an averaging period for PBR since setting a limit on the maximum amount of UL resources that can be grabbed by services will effectively limit starvation.
Although implementations of the specified method may differ, it is important that the specification adopts a simple framework for describing the agreed UL logical channel prioritization procedure.
2.3. Token Bucket framework
As proposed earlier and as described in classical articles ([1]), a simple framework for defining the UL logical channel prioritization procedure and an appropriate averaging window for PBR and also MBR is to utilize a token bucket framework.
A token bucket is defined per service and is simply characterised with two parameters:

· The token rate; in bytes per TTI; indicates how many bytes are added to the bucket at each TTI
· The bucket size; in bytes; indicates that the maximum number of bytes that can be accumulated for a given service
The following rules explain the token bucket procedures:

· At each TTI, “token rate” bytes are added to bucket

· At each TTI when this service performs an UL transmission of X bytes, the bucket is decremented by X
· The minimum size of the bucket is zero: a service cannot perform a transmission if its bucket is empty.

· The maximum size of the bucket is “bucket size”: the bucket cannot accumulate bytes above this limit.
Optionally, in case specific services require a large bucket size which may cause starvation, it is possible to define a maximum output rate which is the maximum amount of bytes that can be removed from a bucket in a single TTI.
2.4. Example for VoIP
In a single mode VoIP service, it is expected that a PBR only may be required. 
The token rate should of course take into account the VoIP source rate (12.2kbps for example), as well as the PDCP and RLC headers. In addition, some assumptions must be made on the IP/UDP/RTP header size, and how much it can be expected to be compressed (if at all).

The bucket size will be limited by the SDU discard timer and it is thus not expected that is would be much larger than 2-3 VoIP frames.
Given that the bucket size is quite limited (~2-3 VoIP frames), it is not expected that a maximum output rate may be needed.
2.5. L2 fragmentation

Defining a token rate in terms of bytes per TTI doesn’t give any indication as to how much L2 fragmentation is acceptable and thus one may want to also define a method for preventing excessive fragmentation. This could be done in the same framework as the token bucket for example by defining a token size which can represent an integer number of bytes that have to be sent simultaneously.
Although L2 fragmentation is generally avoided on the transmitter side because it leads to increased packet error rates and higher overhead it cannot be avoided entirely. 
In addition, implementation optimizations may lead to behaviours which are not compatible with a strict specification of L2 fragmentation limitation and finally the variety of SDU packet sizes make it difficult to find a good value for a potential token size. 
Given that L2 fragmentation should be naturally avoided by any UE implementations, we do not believe that the specification should mandate methods to avoid it.
3. Conclusion

We propose to discuss the following:
· Suitability of the token bucket framework to specify the PBR and MBR mechanisms

· Need to specify methods for limiting L2 fragmentation
4. References

[1] “A generalized processor sharing approach to flow control in integrated services networks: the single-node case” A. K. Parekh, R. G. Gallager, IEEE/ACM Transactions on Networking, Vol 1, No 3, June 1993
