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Discussion and decision
1 Introduction

At RAN2 #59 in Athens, two main approaches to the transmission of the dynamic part of the system information (the SIBs) were discussed

· Dynamic scheduling [1] basically relying on the normal dynamic DL-SCH scheduling with scheduling control on the PDCCH.
· Semi-static scheduling [2]

This paper discusses these two different approaches.
When deciding on the method of scheduling/transmission of scheduling units, there are a number of open issues, the presence of which need to be taken into account:

· The eventual number of specified SIBs is still not fully settled. What are currently specified in V0.1.3 of RRC specification is 5 different SIBs but the number may grow as contents of BCCH become settled.

· It is still not decided whether mapping of SIBs into SUs is static or dynamic. 

· It is still open how often each of the SUs needs to be transmitted (the required transmission period) and to what extent this will be fixed in the standard or semi-statically configured. It should then also be noted that what is, in the end, relevant is the periodicity of each SIB. Thus, assuming a configurable SIB-to-SU mapping, different SUs can have a static periodicity and SIB periodicity can be (semi-statically) adjusted by assigning a given SIB to different SUs, depending on the assumed SIB periodicity requirement. 

· The number of subframes needed to transmit every SU will not only depend on the SU size but also on the available bandwidth as well as the cell size (required link budget).

· And, it is still not decided whether content of different scheduling needs to be transmitted within the same TTI

It should be noted that depending on some of the above listed issues, distinctive schemes for system information transmission will have different levels of scheduling and configuration.

2 Partly dynamic scheduling [1]
The key characteristics of the dynamic system-information scheduling, as outline in [1] can be summarized as:
1) The system information (the different SUs) is transmitted within periodically occurring system-information windows (a set of consecutive subframes) with well-defined starting points and well-defined lengths (in terms of number of subframes). Within the window, system information is not necessarily transmitted in every subframe thus allowing network to transmit the system information within the arbitrary set of downlink subframes within the window.
2) The presence of an SU in a subframe is indicated by a corresponding PDCCH. The PDCCH also provides the frequency-domain resource and transport format used for the SU transmission. Thus the PDCCH structure is essentially the same as for normal DL-SCH transmission. Note however that some constraints on the PDCCH contents may be considered or even be obvious, such as limiting the system-information transmission to QPSK and the lack of need for Hybrid-ARQ-related information. This will reduce at least the power requirements for the PDCCH. Note that, for information that is to reach the cell border, such as system-information on DL-SCH and the related PDSCH control signalling, the power resource is critical resource.
3) UE monitors (demodulates and decodes) PDCCH for SU transmission from the start of the window. The monitoring continues until the end of the window or until the occurrence of specific indicator (an “end-of-system-information” indicator) on the PDCCH, what-ever occurs first.
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Figure 1 System-information windows. Each window consists of a number of subframes. 
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Figure 2 Transmission of system information within a window of size 12 subframes (Type 1 frame structure assumed)

To elaborate on point 1 above, the system-information windows should occur with a period corresponding to the required repetition period of the most frequently occurring scheduling unit (SU-1). System information corresponding to SU-1 would then be transmitted within each system-information window while less frequently occurring scheduling units would be transmitted only within a sub-set of the system-information windows. As an example, system information corresponding to SU-2 could be transmitted within every second window; system information corresponding to SU-3 could be transmitted within every fourth window, etc., see Figure 3. 
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Figure 3 Scheduling of scheduling units to different system-information windows.

3 Semi static scheduling [3]
In the proposal of [2], the scheduling of the system information corresponding to SU2 and above was proposed to be semi-statically signaled as part of (a statically transmitted?) SU1. However, in [3], this proposal was modified in the sense that, instead of transmitting the scheduling information within SU1, the entire scheduling information for each SU was instead proposed to be carried within a single extended-size PDCCH.

It is difficult to see the benefits of the proposal in [3], compared to the proposal in [2]. More specifically, in practice the proposal in [3] does not seem to provide any real advantages in terms of scheduling flexibility, compared to the original semi-statical proposal of [2]. 

At the same time, there are certain clear drawbacks of the proposal in [3]:

· The introduction of a new PDCCH format, causing additional UE complexity and testing efforts

· The introduction of a longer PDCCH format that, at least according to the numbers provided in [3], implies a PDCCH link-budget reduction in the order of 1.5 dB
. 
4 Overhead discussion
The main argument against the dynamic scheduling of [1] has been the overhead associated with the PDCCH transmission. 
In [3] a relatively simple overhead analysis is carried out, concluding that in some scenarios, with very low DL-SCH payloads, the PDCCH may imply a significant overhead.

However, we believe that the worst-case scenarios, more specifically the worst case DL-SCH payloads are pessimistic, over-estimating the PDCCH overhead. These “worst-case” payloads are derived assuming certain deployment parameters, without really analyzing to what extent the parameters are realistic in themselves.
As an example, the proposal in [3], is based on the transmission of a 35 bits PDCCH. This PDCCH is, at most spread over 3 OFDM symbols, during which also other information, e.g. PCFICH, needs to be transmitted. In a scenario where such a PDCCH can reach the cell border, a prerequisite for a functioning system, it is reasonable to assume that more than 47 DL-SCH bits, transmitted over at least 11 OFDM symbols, should be able to reach the cell border. Conversely expressed, if only 47 DL-SCH bits can reach the cell border, it is unrealistic to assume that 35 bits PDCCH can reach the cell border, i.e. the deployment is in this case such that the system is anyway broken. 

Based on the assumed PDCCH payload and doing a direct time scaling, a more realistic minimum DL-SCH payload, being capable of reaching the cell border, should instead by in the order of at least 130 bits. It should then be noted that the full resource of the 3 first OFDM symbols cannot be assigned for the PDCCH.

· At least an PCFICH needs to be transmitted

· Most likely also PCHICH and at least one additional PDCCH carrying uplink scheduling grants (perhaps not reaching the cell border) needs to be transmitted.

Thus, most likely more than 130 bits of DL-SCH payload can be transmitted within a subframe in the worst-case scenario, significantly more than what is indicated in [3]. 
However, making these kinds of “number-of-bit” comparisons to estimate overhead may not tell the whole picture as the cost of different bits is not necessarily the same. We believe that a more qualitative discussion provides a better insight in the actual overhead impact of the PDCCH transmission.

We can distinguish between two different cases

· Low-throughput scenarios (large power-limited cells, narrow-band carriers, etc)

· High-throughput scenarios (smaller cell, more wideband carriers, etc.)

In the high throughput scenario, the data rate on the cell border is large, implying that the system information can be transmitted in a relatively small number of subframes. Furthermore, there are typically capacity available for a large number of PDCCH. Thus, the cost of the PDCCH transmission associated with the dynamic scheduling of system information is negligible.
In the low-throughput scenario, the situation is more complex. In this scenario, the data rate that can reach the cell border is limited, implying the need for more subframes to transmit a given system information. Furthermore, the overall PDCCH throughput is lower, implying that the relative cost of a single PDCCH transmission is higher. This is pointing at a drawback for the dynamic scheduling. However, it is then important to have in mind that, in this low-throughput scenario, the entire DL-SCH capacity of a subframe is assumed to be assigned for the system information transmission. Thus there is no need for any additional PDCCH for downlink scheduling and the only cost of the PDCCH transmission is the reduction in capacity for other downlink channels (PDCCH for uplink scheduling grant and PHICH). However, it should then be noted that, in comparison with the proposal in [3] and assuming the same coverage, there would still be 40% capacity available for these channels, due to the larger PDCCH (35 bits vs. 25 bits) of [3].
5 Conclusion

Based on discussion above, we would like to propose partly dynamic scheduling approach as described above to be adopted as the method for transmission of dynamic part of the system information.
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