3GPP TSG-RAN WG2 Meeting #59bis
R2-073980
Shanghai, China
(R2-073083)
8 - 12 October 2007
Agenda item:

4.8.2
Source:
Nokia, Nokia Siemens Networks
Title:
MBSFN Content Synchronization Proposal
Document for:

Discussion and Decision

1
Introduction
To efficiently support variable bitrates of MBMS services, dynamic multiplexing of MBMS services broadcast over the same MBSFN Area was proposed in [9], with a distributed scheduling approach in eNB:s.

The basic agreement of a synchronization protocol between an E-MBMS GW and eNB to provide content synchronization has been reached and incorporated into [5]:
“The SYNC protocol is defined as a protocol to carry additional information that enable eNBs to identify the timing for radio frame transmission and detect packet loss.”

This contribution discusses different design choices allowed by the dynamic multiplexing in realizing content synchronization, and ends up with a summarized proposal.

2
Basic Content Synchronization Solution
A basic summary of the assumptions on the basis of a content synchronization scheme, based on prior contributions (e.g. [1], [2] and [4]) is given below:

1) Data is assumed to be transmitted in separable bursts. The length of the burst can be e.g. the amount of data needed by an MBMS service during one second (maximum defined by the channel change requirement). If MBMS services are purely time-multiplexed with each other, these data bursts are sent from each active MBMS service (on the same frequency layer) after each other, and after one such scheduling period of one second, a subsequent burst of the first service would be provided.

2) The beginning of the burst for each service carries a timestamp. This timestamp is absolutely understood by all participating eNB:s. The timestamp also works as an implicit start-of-burst indicator so that the eNB becomes aware that a new burst is starting. For additional robustness, the timestamp can be replicated to all packets. The clock synchronization information is delived to GW by the similar means as for the eNBs.
3) A packet counter information element inserted to every packet header counts the number of packets.

4) An octet counter element inserted to every packet header counts the number of elapsed octets cumulatively. This octet counter is preferably reset for every packet burst.

5) Header of the last packet or a separate packet in the end of the burst includes a special “Last packet” indicator flag 
If the segmentation and concatenation function built into the RLC/MAC protocol in eNB:s follows the principle of adding exactly one length indicator element per RLC SDU, the receiving eNB can compute both the exact amount of lost data and the length of the transport blocks that would have been created, resulting in successful recovery from data loss on the M1-u interface. The impacted eNB must mute its transmission during the period when the lost data would have been transmitted. Synchronized transmission can be resumed when correct data for a full transport block is available.

If allocation signalling over the radio interface is provided as multi-cell transmission, additional reliability might be needed.

3
Alternative approaches

The basic approach of dynamic multiplexing described in [9] allows a number of different options with corresponding benefits and challenges.  Pros and cons of some different approaches are compared in Table 1.
Re-ordering of incoming packets in the MBMS_GW-UP (also known as “MBMS2”) into an ordered stream of sequential packets per service would be reconstructable using only elapsed counters over the whole service multiplex. Without ordering in GW, separate counters are needed over each individual service, but it turns out that in case of reliable delivery of service-specific totals the multiplex-specific counters are not necessary. Assuming no re-ordering in GW the transmission order of services within the multiplex has to be configured separately to the eNB. Packets changing order between GW and eNB should not be a problem in either case, as re-ordering in eNB based on the counters can be easily done. Due to the double buffering overhead it is recommended not to support re-ordering in the MBMS_GW-UP.

Based on simulation data MBSFN transmission of the control channel should be possible (up to 23 dB benefit at 95% coverage with 500m ISD shown in Annex 1 of [8]). Especially in the case of dedicated carrier it should be possible to send everything as MBSFN transmission. To achieve this, there has to be good enough probability that scheduling information is aligned between eNB:s. Even a double set of elapsed counters (both over multiplex and over service) doesn't solve all the problems here: If the last packet of service n and first packet of service n+1 are lost, the eNB knows for how long to mute the transmission, but it cannot construct the same scheduling message as the other eNB:s, potentially rendering the whole scheduling period useless within its coverage area. This creates the need for reliable outband signalling of the total packet and total octet values per service with rather high reliability. 

Concatenation of all the services of a service multiplex has benefits, e.g. the more predictable muting in case of data loss on M1-u and the decreased dependency of efficiency from transport block size. Looking at the currently agreed unicast downlink structure [5], multiplexing on MAC-level would probably match best with current assumptions. 
Looking at table 1, there are three groups of counter information elements, which could be needed as a part of the SYNC protocol:

· Elapsed packet and elapsed octet over multiplex

· Elapsed packet and elapsed octet over service

· Total packet and total octet over service (reliable delivery)

It turns out that selecting no re-ordering at the GW, MBSFN transmission of MCCH and concatenation between multiplexed MBMS services can operate using only the elapsed packet and octet counters over service + reliable delivery of the respective total counter values. Reliability of total counter value transmission can be improved by transmitting them in a separate frame without payload, in which case the transmission can be repeated, if necessary. This separate packet, which also implicitly marks end-of-burst, would be needed even without the transmission of counter total values, because the MBMS_GW-UP will forward incoming packets to eNB:s as they arrive at the GW, and the final end-of-burst will likely be triggered by a timer. 

The resulting SYNC protocol frames are then the following:

Data frame:


[image: image1.emf]Packet Nr. Byte ctr Timestamp Service id Payload


Total counters frame:


[image: image2.emf]Timestamp Service id No Payload

Total Nr. Of 

Bytes

Total Nr. Of 

Packets


Table 1: Alternative approaches to dynamic multiplexing
	Feature
	Supported
	Not supported

	Ordering of packets in MBMS_GW-UP to provide services sequentially.
	Packet and octet counters can be calculated over the whole dynamic multiplex. Parallel service-specific counters not necessary for eNB operation.
Increased buffering and increased forwarding delay in the MBMS_GW-UP, which could also lead to bursty transmissions on M1-u. To properly support GBR per service, eNB also needs to buffer the whole dynamic multiplex for the scheduling period, resulting in double buffering.

No separate configuration of transmission order for air interface is needed.
	Counters over the whole multiplex are not very useful, as the packets are not ordered per service. Both service-specific elapsed counters over the number of packets and octets and reliably transmitted totals of the service-specific packet and octet counters need to be provided to eNB:s.
MBMS_GW-UP can forward packets of the dynamic multiplex in the order in which they arrive,
Transmission order of multiplexed services has to be separately configured to eNB. 

	Multi-cell transmission of UE scheduling info.
	MBSFN gain for control information.
Total number of packets and octets per service per scheduling burst must be also reliably signalled to the eNB, so that an eNB can form the correct scheduling message aligned with all other eNB:s. Service-specific packet and octet counters are not sufficient, as eNB will have to know the exact switching point between service n and n+1 also in the case of missing packets.
	No MBSFN gain for control information.

Elapsed counters attached to each packet are enough for the eNB to skip transmission as necessary – reliable total counters are not necessary. If M1-u loss happens at the switching point between services, the signalling message will be different from neighbour eNB:s, but this will have only local impact.

	Concatenation over services in the multiplex.
	Either concatenation must be supported on MAC level or common RLC is needed for all services of the multiplex.

If segmentation and concatenation are defined in such a way that one LI is inserted for each SDU, and one MBMS service ID field is added for each service, the added segm. & conc. overhead will obey easy rules. Muting and correct resuming of transmission is possible using packet-specific elapsed counters only.
The MBMS service may change in the middle of a transport block, so UE would have to receive the tail of the previous service and the head of the next one.

Some space is saved and the transport block size becomes less critical.
	In case of missing critical packets at service change, it can become ambiguous how much padding was inserted before a service change. Reliable delivery of total packet and octet counters needed.


4
Conclusion
In order to support dynamic multiplexing of MBMS services, we propose to agree on the following design principles in realizing content synchronization:

· No reordering of incoming packets provided by MBMS_GW-UP (MBMS2)
· The information elements provided over the SYNC protocol should cater for robust multi-cell transmission of in-band scheduling information (MCCH)
· Concatenation between multiplexed services should be supported on MAC level.

Of these, the latter two bullet points imply decisions in RAN2. The implications to RLC/MAC header design are discussed in a companion stage-3 contribution [10].
For stage 2, we propose to incorporate the statement “RLC and MAC support dynamic multiplexing of MBMS services having equivalent MBSFN Areas” to [5]; either to section 5.1.6 or to the bullet points describing the SYNC protocol in section 15.3.3.
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