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1. Introduction

One of the RLC open issues in [1] is whether the RLC SN should reuse the PDCP SN or should be based on a PDU SN. This contribution summarizes the comparisons between the two approaches and concludes that the approach of reusing PDCP SN i.e. having a “Common Layer 2 SN” is superior, as the PDU-based approach will increase complexity by duplicating numerous L2 functionalities at both the PDCP and the RLC sub-layers, and will result in a significant loss in efficiency for the majority of current and future packet sizes, such as TCP ACKs compressed down to 8 Bytes by the new ROHC-TCP profile [5]. 

2. Comparison between PDU-based SN and reusing PDCP SN
2.1. Complexity of the RLC protocol

As shown by Motorola in [6], PDCP SN reuse allows for a cleaner and simpler RLC protocol design and implementation compared to PDU SN. For details see sections 2.1 and 2.3 of [6]. 
Conclusion: The RLC protocol design is simpler in the PDCP SN reuse approach. 

2.2. Complexity of the overall Layer 2 (PDCP + RLC) protocol
It is very critical to consider the simplifications that PDCP SN reuse can produce for the overall Layer 2 protocol design, i.e. on the combined PDCP/RLC.

A major concern is that with the RLC PDU SN approach, many L2 functionalities are likely to end up being unnecessarily duplicated within Layer 2, one time at the RLC PDU level and another time at the RLC SDU (i.e. the PDCP PDU/SDU) level; examples include: 
· SN assignment and maintenance functions at both PDCP and RLC

· Reordering at both PDCP and RLC
· Duplicate detection at both PDCP and RLC
· Receive window functionalities at both PDCP and RLC?! 

· Transmit window functionalities at both PDCP and RLC?! 

· Status maintenance at both PDCP and RLC?!

· Status reporting at both PDCP and RLC?!

With PDCP SN reuse, duplication can be avoided in all of the above cases; for example, a single L2 reordering function (e.g. at the top of the PDCP layer) will suffice,… and so on for all the above L2 functionalities. Overall, this will result in a simpler L2 protocol design. 
Conclusion: The overall Layer 2 protocol (PDCP+RLC) design is simpler in the PDCP SN reuse approach.

2.3. Overhead
As described in [6] [7], the PDCP SN reuse approach has lower overhead in the cases of concatenation and single SDU, but has more overhead in the ‘initial segmentation’ case. In the case of re-segmentation, both approaches have similar overhead, as both will carry segment offset and length information.

The RLC ‘initial segmentation’ case is expected to be relatively rare in LTE, since:

· Most IP packets are small, and are likely to be even smaller in the future; e.g.

· 40-Byte TCP ACKs dominate traffic today; in LTE, those will become 8-Byte packets when considering ROHC-TCP compression. 
· Such small packets will not be segmented even at data rates as low as 0.5Mbps, as shown in Table 1 of Appendix 1.
· LTE is targeted to be a high data rate system (100Mbps and potentially even higher); Table 1 of Appendix 1 shows that:
· Segmentation will never occur at 12.5Mbps or higher data rates; 

· Furthermore, even for data rates between 2.5 and 12.5Mbps, the number of segments is quite small (e.g. at 2.5Mbps, there are at most 5 segments for a 1500-Bytes packet and PDU SN will outperform PDCP SN reuse by only 1%).
Since ‘initial segmentation’ will probably be a relatively low likelihood case in LTE, the RLC PDU SN approach is expected to experience larger overhead when compared to PDCP SN reuse. Even at cell edge scenarios where signal quality is bad, ‘re-segmentation’ can be a possible case then, and in the re-segmentation case both approaches have similar overhead.
In [7] (also in Appendix 1), we quantified the performance losses resulting from PDU SN; we showed that the PDU SN approach will reduce capacity and increase overhead by: 

· ~14% for TCP traffic with ROHC-TCP/IP compression

· ~2% for TCP traffic without ROHC-TCP/IP compression

· ~3.4% for VoIP AMR traffic with ROHC-RTP/UDP/IP compression
 

Conclusion: For VoIP and TCP types of traffic, PDCP SN reuse will have the lower overhead considering LTE’s relatively high data rates and that most IP packets are small.
2.4. Other considerations 
In PDCP SN reuse, the RLC header will have an SDU SN field, which will be populated by copying the PDCP SN indicated from the PDCP sub-layer. All upper layer packets (including RRC) will pass through the PDCP sub-layer, and hence will get assigned a PDCP SN. 
Packets that are internally generated within the PDCP sub-layer such as ROHC feedback packets will need to have an RLC SDU SN if they need to make use of RLC services, mainly for segmentation and reassembly. To achieve this, at a high level, we propose that either:
· PDCP will assign a PDCP SN to every packet (i.e. SN on a per PDCP PDU basis); or,
· RLC will assign the RLC SDU SN field according to some scheme, in case it is decided that not every PDCP PDU will have a PDCP SN. 
Relative to the overall Layer 2 simplifications that PDCP SN reuse will produce, we see this as a minor issue that can be easily worked out if PDCP SN reuse is adopted. 

Conclusion: All types of packets, including ROHC feedback packets, can potentially be assigned an RLC SDU SN in the PDCP SN reuse approach. Considering the numerous Layer 2 protocol design simplifications that are achieved, this is a small issue to resolve.
3. Conclusion
In this contribution, we highlighted the comparisons between the Common L2 SN (i.e. PDCP SN reuse) and the RLC PDU SN approaches. In conclusion, the PDU SN approach will likely result in increased Layer 2 complexity due to duplicating numerous functionalities in the RLC and again in the PDCP, once at the RLC PDU level and again at the PDCP PDU/SDU level (examples include: reordering, duplicate detection, receive window, transmit window, status maintenance, and status reporting functionalities). Yet, the RLC PDU SN approach is significantly less efficient for the likely traffic cases such as VoIP and TCP traffic (especially when ROHC-TCP compression is considered). 
On the other hand, the Common L2 SN approach is significantly more efficient, and leads to a simpler RLC and Layer 2 (RLC+PDCP) protocol design that avoids duplicating functionalities. Hence it is proposed that a Common L2 SN should be adopted in LTE.
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APPENDIX 1 

From R2-072473, Section 3.4:
Table 1: Number of concatenated SDUs OR number of segments per SDU, and the corresponding overhead burden due to PDU SN schemes, for various SDU sizes and data rates
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Table 1 demonstrates that RLC segmentation will be relatively rare in LTE systems when compared to concatenation which will be far more common; this is due to 3 driving factors:
1. LTE is a high data rate system; as shown in Table 1:

· Segmentation will never occur at 12.5Mbps or higher data rates; 
· furthermore, even for data rates between 2.5 and 12.5Mbps, the number of segments is quite small 
2. Scheduler operations: 

· The scheduler will typically allocate a higher data rate for services that generate the larger packet sizes, such as FTP file transfers. Hence, segmentation could actually be rarer than it appears in the table. 

· In general, there is a tendency to employ fat-pipe scheduling to maximize overall system performance.

3. Independent of LTE data rates, small packets will dominate:
· Therefore, even at the very low LTE data rate of 0.5Mbps, the majority of Internet packets (i.e. 40 Bytes TCP ACKs today, and 8-Bytes in the future considering ROHC-TCP) will not be segmented. 
Although it is difficult to predict what the data rate distribution in an average LTE cell will look like, in order to provide some numeric estimates, one can reasonably (safely) assume that in such a high data rate system, around 75% of LTE traffic will enjoy scheduled data rates of 2.5Mbps or higher, thereby at most 25% of traffic will have scheduled data rates lower than 2.5Mbps. Given this and given the overhead calculations in Table 1, we constructed the probability tables shown in Table 2 assuming an Internet Mix (IMIX) model
.
Table 2: The expected overhead burden increase due to PDU SN schemes when compared to Common SN schemes, for current and future TCP traffic characteristics, assuming the IMIX traffic model2
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Total

Prob. 59% 41%

Total

< 2.5Mbps 25%

3% -7% -1.2%

< 2.5Mbps 25%

23% -7% 10.9%

>= 2.5Mbps 75%

5% 0% 3.0%

>= 2.5Mbps 75%

25% 0% 14.8%

Total 4.4% -1.6%

1.9%

Total 24.5% -1.6%

13.8%


From Table 2, one can make the following conclusions:
· For current RLC SDU traffic characteristics, PDU SN schemes on average suffers a ~2% additional overhead burden compared to Common SN schemes, and such burden is as high as 4.4% for the most probable packet sizes.
· For future RLC SDU traffic characteristics, PDU SN schemes on average suffers a ~14% additional overhead burden compared to Common SN schemes, and such burden is as high as 24.5% for the most probable packet sizes.
· Hence, one concludes that PDU SN schemes will result in a significant increase in overhead burden compared to Common L2 SN schemes.
To perform a similar analysis for VoIP, we utilized the statistics provided in R2-050039 for AMR VoIP at 12.2 kbps to construct Table 3. Since VoIP packets will not be concatenated, as shown in the Appendix 2 the extra overhead burden due to PDU SN is simply the size of the additional RLC PDU SN, which we assumed to be 1 byte. 
Table 3: The expected overhead burden increase due to PDU SN schemes when compared to Common SN schemes, for VoIP AMR 12.2kbps traffic characteristics, using packet size statistics from R2-050039
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Packet Size (Bytes) 95 47 35 36 37 39 37 22 10 11 12 14 12

Packet Size (adding 1-Byte PDCP header) 96 48 36 37 38 40 38 23 11 12 13 15 13

Probability 0.00% 0.89% 77.02% 3.92% 3.56% 0.89% 2.61% 0.11% 9.63% 0.49% 0.44% 0.11% 0.33%

Overhead 1.0% 2.1% 2.8% 2.7% 2.6% 2.5% 2.6% 4.3% 9.1% 8.3% 7.7% 6.7% 7.7% Avg. Overhead

Weighted Overhead 0.00% 0.02% 2.14% 0.11% 0.09% 0.02% 0.07% 0.00% 0.88% 0.04% 0.03% 0.01% 0.03%
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Table 3 shows that the average loss in efficiency due to the PDU SN scheme’s increased overhead is 3.44%, which is mainly attributed to the small size of VoIP packets, whereby ~87% of VoIP packets are 35-37Bytes (Speech), and 9.6% are 10 Bytes (Silence Indicators). 
APPENDIX 2 

This section attempts to summarize the advantages of each scheme under all possible scenarios, such as concatenation of multiple RLC SDUs into an RLC PDU, single SDU in a PDU, segmentation of an SDU into multiple PDUs, and re-segmentation into multiple sub-segments (PDUs). 
The table below shows the calculated overhead in bits per RLC PDU and per RLC SDU. The parameters are:
a = PDCP SN size 

b = RLC PDU SN size

K = Number of SDUs concatenated in a PDU

N = Number of segments produced from an SDU in case of segmentation

S = size of the segmentation information (depends on segmentation scheme)

	
	Concatenation
	Single SDU
	Segmentation

	Overhead incurred in PDU SN schemes
	Ka + b
	a + b
	a/N +b

	Overhead incurred in Common SN schemes
	a
	a
	a + S 

	Overhead reduction per RLC PDU due to Common SN schemes
	(K–1)a + b
	b
	– [(N–1)a/N – b + S]
~= – [a – b + S],

If N is large

	Overhead reduction per RLC SDU due to Common SN schemes
	(K–1)a/K + b/K
~= a (if K is large)
	b
	– [(N–1)a – Nb + NS]




To calculate the results in Table 1 of section 3.4, we utilized the formulae in the above table, and made the following assumptions:
· 1 msec TTI

· a = 2 bytes (the PDCP SN size)

· b = 1 byte (the RLC PDU SN size)

· S = 3 bytes (e.g. assuming segmentation or re-segmentation uses segment offset and length fields in bytes, 12-bits for each field)
· The concatenation overhead of 2-bytes per concatenated SDU was the same for both PDU SN and Common SN schemes hence it does not provide an advantage to either scheme.
In the case of re-segmentation, PDU SN schemes have lower overhead during re-segmentation when compared to Common SN schemes (to be exact, the overhead reduction is [(N-1)a – Nb] bytes per RLC SDU, where N is the total number of segments and sub-segments per SDU).  Notice that in the case of re-segmentation, the PDU SN schemes do not enjoy the same level of overhead reduction that they enjoyed in the segmentation case (which was [(N-1)a – Nb + NS] bytes per RLC SDU). This is because in principle similar re-segmentation information needs to be inserted in both cases; for example, if byte-offset/length information are used for re-segmentation, then such information will need to be inserted in sub-segments regardless of whether PDU SN or Common SN is used. Since we expect re-segmentation to be an even rarer case than segmentation, and moreover, since the overhead reduction difference between the two schemes in the re-segmentation case is upper-bounded by that of the segmentation case, we estimate that re-segmentation should have a marginal effect on the capacity calculations. 
� For the TCP cases, we assumed 2-Bytes for PDCP SN, 1-Byte for RLC PDU SN, and 3-Bytes for segmentation information (i.e. segment offset and length)


� For the VoIP case, we assumed 1-Byte for PDCP SN, and 1-Byte for RLC PDU SN


� There are a variety of models for Internet traffic mix (IMIX), most of which typically employ tri-modal distributions with three peaks at 40, 576, and 1500Bytes. A typical IMIX used for testing routers � REF _Ref143677739 \r \h ��‎[8]� is composed of 59% of 40-Byte, 18% of 576-Byte, and 23% of 1500-Byte packets. 





