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1. Introduction

In this paper we investigate the need to keep or not a feature known as dual logical channel which allows an RLC entity to be mapped to 2 logical channels.
We first provide a short background on the feature and explain in which scenarios it may be beneficial. Finally we provide a simple analysis showing the potential benefit of the feature.

2. Discussion

2.1. Configuring RLC with 2 logical channels
Since Rel-99, RLC AM can be configured with either one logical channel in which case the RLC entity will submit AMD and Control PDUs to the lower layers on that logical channel or with two logical channels with different requirements for the UL and the DL (see section 4.2.1.3 of [2]):
· On the UL, the UE shall transmit the AMD pdus on the first logical channel and Control PDU are transmitted on the second logical channel

· On the DL, AMD and Control PDUs can be transmitted on any of the two logical channels to leave the flexibility to the RNC.

When two logical channels per RLC entity are configured on the UL, the MAC logical channel priority is independently configured for the two logical channels and thus allows for a NW to configure the second logical channel with presumably a higher priority. On the DL, there is no corresponding MAC logical channel priority however the fact that two logical channels exist allows the NW to perform the same.
2.2. UL starvation
On the UL, MAC uses an absolute priority rule to decide which logical channel should be transmitted first. It has been recognized in the course of LTE development that this rule leads to starvation in certain cases, for example anytime more than one elastic bandwidth service is configured.

Whenever this type of situation occurs, the UL transmission is of course stalled for the lower priority radio bearer until the higher priority radio bearer has finished transmitting (which is not controllable), but the DL transmission on the lower priority radio bearer is also stalled because no status reports can be transmitted.
If in this case the RLC entity carrying the lower priority radio bearer is configured with 2 logical channels, the UL starvation cannot be avoided (it is a known limitation of the MAC) but at least the DL flow is not stopped.
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Figure 1: DL direction is stalled because dual logical channel cannot be configured
Since the potential removal of the dual logical channel feature has been discussed, we believe the discussion should include a solution to the issue raised above.
2.3. DL scheduling
On the DL, the MAC is not as constrained as in the UL and the absolute priority rule doesn’t apply. As a result, the DL scheduler should have all the possibility to avoid starvation between different logical channels. Within a single logical channel however, the RLC receiver expects that packets will not be reordered before being sent over the air and thus a flow sent on the DL from the RNC will be served in that order from the Node-B.
In the likely scenario where a single RLC entity carries bi-directional traffic (such as a default IP bearer), let’s consider two cases, one where the RLC entity is mapped to a single logical channel and another one where the RLC entity is mapped to two logical channels.

If the RLC entity is mapped to a single logical channel (as illustrated in figure 2), status PDUs arriving in the Node-B buffers will have to be queued behind the AMD PDUs, which results in an RTT which is impacted by the following factors:

· Transmission time of packets over the different interfaces (Iub, Iur and Uu)

· Scheduling policy of the Node-B between different UEs

· Scheduling policy of the Node-B between different RBs of a single UE
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Figure 2: DL scheduling with single logical channel per RLC entity

If the RLC entity is however mapped to 2 logical channels (as illustrated in figure 3), status PDUs arriving in the Node-B buffers can be treated as a higher priority queue and scheduled ahead of the AMD PDU queue, which results in an RTT which is only impacted by the following factor:
· Transmission time of packets over the different interfaces (Iub, Iur and Uu)

To a lesser extent, the RTT can still be impacted by the scheduling policy of the Node-B if the scheduler decides to not schedule logical channels containing control PDUs at a higher priority. The main difference with the “single logical channel priority” approach is that schedulers have a possibility to provide higher priority to control PDUs.
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Figure 3: DL Scheduling with dual logical channels per RLC entity
Whoever has ever been involved in the configuration of RLC parameters is aware that a critical input is the RLC RTT between the UE and RNC. For example the maximum data rate, the RLC window size, the Status Prohibit timer, the polling timers are directly impacted by RTT and the lower this value, the better RLC will operate.

Any variations in the RTT typically results in significant over-provisioning and latencies in RLC because a worse case assumption is typically taken when measuring RTT. The RLC window size may be larger than needed (which leads to larger consumption of UE memory) and the status prohibit timer is larger than needed (which leads to longer recovery times). As a result, any method that significantly reduces both the RTT value and the variation of RTT values is very beneficial to the operation of the link.
2.3.1. DL scheduling analysis

In this section, we provide a simple analysis to evaluate the advantage of a dual logical channel approach on the RLC RTT. 
Assuming a scenario where each RLC entity is mapped to a single logical channel, the queuing time of each control packet is equal to the queuing time of AMD PDUs and is thus related to the Node-B buffer size. 

The Node-B buffer size must be large enough to not run out of data before the flow control mechanism has indicated to the RNC that the buffer is emptying thus the buffer size is directly linked to the Node-B/RNC RTT and the maximum data rate expected over the air interface.

Figure 4 shows the different required node-B buffer sizes depending on the expected NodeB-RNC RTT (shown here from 50 to 120ms) and the expected maximum rate over the air (listed here from 384kbps to 28Mbps).
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Figure 4: Required Node-B buffer size
In order to derive the queuing delay, we assume a case where a particular NodeB is dimensioned to support 7.2Mbps, which means the buffer has been provisioned for a maximum data rate of 7.2Mbps. The resulting queuing delay PDUs is provided in figure 5.  It again depends on the Node-B/RNC RTT (shown on the X-axis) and the actual served data rate over the air (visible as different lines).

The queuing delay variation is shown in the delta (red line) between the different data rates served to a UE.
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Figure 5: Queuing delay and queuing delay variation for a NodeB provisioned for 7.2Mbps
If the RLC entity was mapped to two logical channels instead, the queuing time derived above would be eliminated. 
3. Conclusion

In this contribution we presented the existing dual logical channel feature that exists today in RLC and explained how it can be used on both the UL and DL to prevent starvation and to allow smart scheduling. 
We found that removing this feature would create the following issues:

· Creation of DL starvation if UL starvation occurs

· Impossibility for smart DL schedulers to reduce average and variance of RLC RTT 

We also note that although these issues would have occurred in a previous release, the increased peak rate and capacity of release 7 as well as the deployment of services requiring multiple radio bearers exacerbate their effects.

The decision to remove a feature should not only depend on the present deployment but also on the impact that its absence will cause. In the present case, the absence of this feature appears to create serious issues hence we propose to keep it. 
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